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Abstract: Machine learning (ML) has become increasingly prevalent in various domains. However,
ML algorithms sometimes give unfair outcomes and discrimination against certain groups. Thereby,
bias occurs when our results produce a decision that is systematically incorrect. At various phases
of the ML pipeline, such as data collection, pre-processing, model selection, and evaluation, these
biases appear. Bias reduction methods for ML have been suggested using a variety of techniques. By
changing the data or the model itself, adding more fairness constraints, or both, these methods try to
lessen bias. The best technique relies on the particular context and application because each technique
has advantages and disadvantages. Therefore, in this paper, we present a comprehensive survey of
bias mitigation techniques in machine learning (ML) with a focus on in-depth exploration of methods,
including adversarial training. We examine the diverse types of bias that can afflict ML systems,
elucidate current research trends, and address future challenges. Our discussion encompasses a
detailed analysis of pre-processing, in-processing, and post-processing methods, including their
respective pros and cons. Moreover, we go beyond qualitative assessments by quantifying the
strategies for bias reduction and providing empirical evidence and performance metrics. This paper
serves as an invaluable resource for researchers, practitioners, and policymakers seeking to navigate
the intricate landscape of bias in ML, offering both a profound understanding of the issue and
actionable insights for responsible and effective bias mitigation.

Keywords: machine learning; bias; mitigation techniques; fairness constraints; pre-processing;
in-processing; post-processing

1. Introduction

Machine learning and artificial intelligence can be found in nearly every area of daily
living [1]. Machine learning techniques have found broad areas for application, such
as in decision making, suggesting movies, recommending people, choosing loan appli-
cants, influencing employment decisions, etc. [2]. While providing accurate predictions,
these techniques can provide unfavorable predictions as well. When this affects critical
or enormous decisions, it becomes a bias problem or error problem. When an algorithm
generates results that are systematically biased as a result of false assumptions made during
the machine learning process, this is known as machine learning bias [1]. Bias surfaces
in different ways. Problems are frequently caused by choices made by people who de-
velop or train machine learning algorithms. They might create algorithms that exhibit
consciously or unconsciously biased thinking. Conversely, humans can introduce bias by
using biased, erroneous, or incomplete datasets to train and/or validate machine learning
algorithms. During the machine learning process, bias can develops at several phases.
Although bias cannot be totally eliminated, it can be reduced to a minimum to ensure that
bias and variance are in balance. Mitigation processes can be used to reduce the effect of
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bias problems. Different mitigation techniques are used based on the degree of the bias
problem [3]. The purpose of creating a survey paper on ML bias and mitigation methods is
to provide an overview of the research field and to help in identifying ML bias. The scope
of this survey paper includes various ML biases, such as data bias, model bias, and algo-
rithmic bias, as well as other kinds of bias. The objective of the paper is to address bias
in machine learning studies. We review different ML bias mitigation strategies, including
the various approaches, techniques, and measures to identify, quantify, and reduce ML
bias, and examine different methods for ML bias prevention as well as the best ways to use
these methods. Machine learning is becoming a more integral and common component
of systems used in high-stakes applications that directly affect people; as a result, there is
growing worry about the potential risks and harms these systems may pose [4]. The con-
cern over the potential risks and harms these systems may bear is growing as machine
learning becomes an increasingly significant and frequent component of systems used in
high-stakes applications that directly affect people. Ensuring that automated systems do
not instigate or uphold discrimination and inequality is one of the factors that must be
taken into consideration. As a result, the field of algorithmic fairness, which seeks to study
any unintended biases these systems may introduce or amplify, has rapidly expanded in
recent years.

Although ML systems have the benefit of freeing humans from laborious tasks and
are able to complete complex calculations more quickly [3], they are only as effective as the
data on which they are trained. Although bias is not intentionally incorporated into ML
algorithms, there is a risk of reproducing or even amplifying prejudice found in real-world
data [2]. The need to make decisions in a fair and impartial manner raises ethical questions
around systems that have an impact on people’s lives. Thus, the limitations set by corporate
practices, laws, social customs, and ethical obligations have been carefully considered in
the substantial research carried out on bias and unfairness challenges [3]. Due to the fact
that unfairness is defined differently in different societies, it can be challenging to identify
and reduce it. Because of this, user experience, cultural, social, economic, political, legal,
and ethical factors all have an effect on the unfairness criterion [5]. It is necessary to check
algorithms for prejudice and unfairness as well as legal compliance before applying them
in real-world scenarios. The results of these methods could significantly affect people’s
lives, often in negative ways [6]. Addressing ML bias is essential in order to ensure that ML
algorithms are fair and unbiased as well as to prevent them from perpetuating or amplifying
existing inequalities. Several techniques can be used to address ML bias, including data
pre-processing, algorithmic techniques such as debiasing, and audibility and transparency
measures. It is important to take a proactive approach to ML bias and to continually
monitor and evaluate ML models in order to ensure that they are fair and unbiased.

In order to take into consideration the algorithmic limitations, new data science, ar-
tificial intelligence (AI), and machine learning (ML) approaches are necessary [6]. As a
result, we hope that this survey will assist academics and practitioners in better under-
standing current bias mitigation strategies and supporting elements for the creation of
new techniques.

2. Method

Systematic reviews are a popular way to gather information on a particular topic.
In order to better comprehend research, components are gathered in a systematic review
(RS). A popular strategy for compiling existing data on a subject of study is the systematic
review [7]. Our systematic review was conducted using a procedure that involves seven
steps, as shown in Figure 1.
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Figure 1. Steps of systematic review method.

2.1. Database Selection

The contributions of many experts are compiled in a variety of scientific research
databases. In this study, Scopus was selected. It contains a lot of papers more than
15,000 peer-reviewed papers. Scopus is more comprehensive than others. In the following
knowledge bases, a search for document patents was conducted:

• IEEE Xplore: This database is a great resource for articles on machine learning and
artificial intelligence. It includes articles from over 4000 journals, conference proceed-
ings, and technical standards. Use keywords such as “machine learning bias” and
“algorithmic fairness” to retrieve relevant articles.

• ACM Digital Library: This database is a comprehensive resource for computer science
and information technology research. It includes articles from over 50 ACM journals
and conference proceedings. Use keywords such as “machine learning” and “bias
mitigation” to retrieve relevant articles.

• ArXiv: This database is a repository for articles in physics, mathematics, computer
science and other related fields. It includes articles on machine learning bias and
fairness. Use keywords such as “algorithmic bias” and “fairness in machine learning”
to retrieve relevant articles.

• Google Scholar: This database is a free resource that includes articles, theses, books,
and other academic literature. It is particularly useful for retrieving articles that may
not be available in other databases. Use a combination of keywords and Boolean
operators to retrieve the most relevant articles.

• ScienceDirect: This database is a comprehensive resource for scientific research. It
includes articles from over 3800 journals and book series. Use keywords such as
“machine learning” and “bias correction” to retrieve relevant articles.

• Springer Link: This database is a comprehensive resource for scientific research. It
includes articles from over 2500 journals and book series. Use keywords such as
“machine learning” and “algorithmic fairness” to retrieve relevant articles.

Before conducting the literature review, the scope of the study was defined through a
brainstorming session with an interdisciplinary group of experts. During this session, two
research questions were identified as relevant to the systematic review:

Q1. “What are the current state-of-the-art ML bias and mitigation techniques in
addressing fairness in machine learning?”

Q2. “How effective are these techniques in mitigating bias in various applications?”
Overall, these databases provide a comprehensive range of resources for machine learn-

ing bias and mitigation techniques research. Researchers can use a combination of keyword
and Boolean operator searches to retrieve the most relevant articles from each database.
These databases were selected because they are trustworthy, multidisciplinary, and have an
international scope. They also have extensive citation indexing coverage, allowing for the
best data from scientific papers.

2.2. Keyword Selection

To find a comprehensive collection of articles about machine learning bias and its
mitigation techniques. Keywords that could be used to find articles about machine learning
bias and its mitigation techniques. we use specific keywords and search engines like
Google Scholar. simultaneously the AND and OR connectors, are “machine learning



Digital 2024, 4 4

bias”, “algorithmic bias”, “fairness in machine learning”, “bias mitigation”, and “model
interpretability”. Using the AND and OR connectors, researchers can construct queries like
“(machine learning bias OR algorithmic bias OR fairness in machine learning) AND (bias
mitigation OR model interpretability)”. These queries help to ensure that relevant articles
are found and used to construct an exhaustive literature review.

2.3. Collection of Documents and Filtering (Inclusion/Exclusion Criteria)

We gather documents from multiple databases in this phase of the study on ML bias
and mitigation strategies utilizing the search strategy created in the previous phase. We
run a search, filter the results using inclusion and exclusion criteria, and then only choose
the papers that are most pertinent to our evaluation.

The inclusion criteria are developed based on the research questions and the scope
of the study. We include papers that focus on machine learning models and their po-
tential biases, as well as those that propose or evaluate mitigation techniques to address
these biases.

The exclusion criteria are used to remove papers that are not relevant to our research
questions or scope. For example, we exclude papers that focus on biases in non-machine
learning models or those that do not propose or evaluate mitigation techniques. We also
exclude papers that are not written in English or that were published before a certain date,
as per our predefined criteria.

After applying these inclusion and exclusion criteria, we select the papers that are
most relevant to our research question and the scope of the study. These papers are used
for the subsequent steps of the review process, such as bibliometric and document analysis,
and discussion and results.

The initial query retrieved a total of 30 publications for 2023. The number of documents
retrieved by running the searches independently is shown in Table 1 so that you can build
an idea of how much each keyword contributed to this outcome. Due to the possibility of
some duplication in this instance, a larger number of 1948 was reached. The final number
of documents after the exclusion of some types of publications is 110.

Table 2 displays the number of documents retrieved by conducting separate searches
for each keyword. There were 922 documents retrieved; however, some duplication may
have occurred in the search results. The table provides an idea about the individual
contribution of each keyword to the overall search results.

Table 1. First search results (2023).

Search Keyword No. of Documents

“Machine learning bias” AND “mitigation” 30
“algorithmic bias ” OR “fairness in machine learning” 1530
“Unfairness model” OR “unintentional bias ” 228
“Ethical machine learning” AND “algorithmic transparency” 3
“Discrimination in machine learning” AND “counterfactual fairness” 4
“Bias in natural language processing” OR “fairness in text classification” 133
“Bias in computer vision” OR “fairness in image recognition” 20

Total 1948

It should be emphasized that in 2023 the use of “Discrimination in machine learning”
AND “counterfactual fairness” sector appears quite under-explored; on the other hand,
the number of contributions is increasing noticeably in “algorithmic bias” OR “fairness in
machine learning”.

We started with a large number of publications related to the topic they were re-
searching. Then excluded some types of publications that were not relevant. Then read
through the remaining documents and removed duplicates and documents that were not
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relevant to their research. This brought the number down to 110 documents, which we
used for analysis.

Table 2. The most common sources of relevant published documents in 2023.

Source No. of Documents

Advances in Intelligent Systems and Computing (conference Proceedings) 546
Lecture Notes in Computer Science (conference Proceedings) 6
IEEE Access (conference Proceedings) 1
ACM International Conference Proceedings Series (survey) 138
International Journal of Production Research (Review article) 49
Computers and Industrial Engineering 20
CEUR Workshop Proceedings 1
IEEE Transactions on AI and Ethics 82
Machine Learning: A Multidisciplinary Approach (Springer) 79

Total 922

2.4. Bibliometric and Document Analysis

VOSviewer, a free program, helped in certain ways with the bibliometric analysis.
VOSviewer is a software tool used for bibliometric analysis, which allows researchers
to visualize and analyze bibliographic data such as co-authorship, co-citation, and co-
occurrence of keywords. It is particularly useful for analyzing large bibliographic datasets,
such as those found in systematic reviews, meta-analyses, or literature reviews. One of
the main advantages of VOSviewer is its ability to create bibliometric maps or networks
that enable the visualization of the relationships between articles, authors, or keywords
based on their co-occurrence in the dataset. These maps can be used to identify clusters of
related articles, authors, or keywords and to explore the interrelationships between them.
Additionally, VOSviewer allows researchers to detect research trends and emerging topics.
By analyzing the co-occurrence of keywords over time, researchers can identify shifts in
research focus or the emergence of new areas of investigation. These analyses assist in
understanding the dynamic nature of research fields and provide valuable guidance for
future studies. VOSviewer can also be used to perform various quantitative analyses, such
as measuring the centrality and density of nodes, identifying influential articles or authors,
or detecting research trends and emerging topics. The quantitative analyses performed
with VOSviewer can provide objective measures and metrics, contributing to evidence-
based decision making and evaluation of research impact. By examining the network
properties, researchers can identify key contributors, influential articles or authors, and
research trends within their field of interest. VOSviewer can also be used to perform various
analyses. In summary, VOSviewer is a versatile tool that supports bibliometric analysis
by offering visual representations. It aids researchers in gaining a deeper understanding
of the structure, dynamics, and trends within large bibliographic datasets, facilitating
comprehensive literature reviews, trend detection, and knowledge discovery.

In our paper, we use VOSviewer (version 1.6.19) to analyze our paper. In the biblio-
metric network created, the size of each node was based on the number of occurrences of
the respective keyword. So, nodes with higher occurrences had a bigger size. The distance
between two nodes in the network indicated the likelihood of co-occurrence of the respec-
tive keywords they represented. Therefore, nodes that were closer together had a higher
chance of being co-occurring keywords. Different colors were used to represent the clusters
of related keywords based on their co-occurrence in the bibliometric network. Keywords
that were closely related and frequently co-occurring were grouped together and assigned
a unique color to distinguish them from other clusters in the network. This allowed for a
visual representation of the relationships between different groups of keywords and helped
to identify key themes and topics within the analyzed documents. The cluster primarily
addresses the topic of bias and mitigation, and in this regard, the most representative key-
words were: “bias”, “mitigation technique”, “sample bias”, “decision making”, “machine
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learning”, etc. The results of the co-occurrence analysis are quite helpful in outlining the
lines of inquiry for the current literature. Overall, the utilization and the co-occurrence
analysis provide a valuable contribution to our paper, enhancing the understanding of the
relationships and significance of keywords related to bias and mitigation in our research.

Publication and Citation Frequency

Machine learning (ML) bias and mitigation technologies have been increasingly stud-
ied and implemented in recent years due to growing concerns. As a result, there has
been a significant increase in the number of publications and patents related to ML bias
and mitigation technologies. Figure 2 would likely show the number of publications in
patents related to ML bias and mitigation technologies over time. This figure would likely
demonstrate a growing interest in ML bias and mitigation technologies over time, as more
and more researchers and companies seek to develop and improve these technologies.

Figure 3 would likely show the number of citations related to ML bias and mitigation
technologies over time. This figure would likely demonstrate the growing impact of
ML bias and mitigation technologies on the field of machine learning and beyond, as
more and more researchers incorporate these technologies into their work and build upon
previous research.

Overall, the trends represented by Figures 2 and 3 suggest that ML bias and mitigation
technologies are becoming increasingly important in the development and implementation
of machine learning systems.

Figure 2. Patent papers in scholar year (2020–2023).

Figure 3. Citations papers in scholar year (2015–2023).

In recent years, there has been a remarkable surge in the number of publications and
citations in this specific field, indicating a growing interest and engagement within the
research community. The quantity of papers has nearly doubled, and the corresponding
citations have also experienced a substantial increase. This influx of research materials
presents an exciting opportunity to analyze and classify the various techniques proposed by
numerous authors during this period. To better understand the relationships between the
different keywords used in the selected documents, a co-occurrence analysis was conducted.
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The results of this analysis are presented. This shows how often each keyword appears in
relation to the others.

This helps to identify patterns and connections between the different keywords used
in the documents. One of the key drivers for the current study, which fills in the gaps in the
existing body of knowledge and addresses this trend, is the necessity to identify the current
state of the art. The vast majority of contributions that have been published in recent years.
In fact, it is really interesting to classify and debate the primary techniques put out by many
authors through the years. Overall, the significant increase in the number of publications
and citations reflects the vibrant and dynamic nature of the field. This growth not only
demonstrates the active involvement of researchers but also highlights the relevance and
importance of the subject matter.

2.5. Source Analysis

Table 2 shows which sources have published the most papers recently.
Conference proceedings are collections of papers, abstracts, and other materials that

are presented at academic conferences. These proceedings are often published online and
can be accessed by researchers, academics, and others interested in the field. Many websites
provide coverage of conference proceedings, making it easy for people to access the latest
research and developments in their field.

This has been reflected in the topics and discussions at scientific conferences, where
researchers have shared their findings and ideas for addressing bias in various fields. This
is an important area of research because bias can have a significant impact on the validity
and reliability of scientific research. It is noteworthy that numerous sites cover conference
proceedings, indicating a broad interest in the discussions surrounding bias and its mitiga-
tion strategies. This widespread coverage demonstrates that recent scientific conferences
have frequently engaged in addressing the issue of bias across various domains. In the
context of the Advances in Intelligent Systems and Computing (2023) conference, there
have been substantial contributions dedicated to the exploration of bias and related ad-
vancements. These contributions highlight the importance of understanding and mitigating
bias. Researchers have shared their innovative approaches, methodologies, and techniques
aimed at reducing bias and ensuring fair and unbiased outcomes in intelligent systems. By
actively participating in conferences and contributing to the scientific discourse, researchers
collectively contribute to the advancement of knowledge. The discussions and findings
presented in these conferences not only highlight the existing challenges associated with
bias but also pave the way for the development of novel strategies and techniques to over-
come them. Overall, the increasing attention given to bias and its mitigation in scientific
conferences reflects the dedication of researchers to uphold the integrity and robustness of
scientific research.

2.6. Keywords Statistics

In Table 3, the 10 most used selected keywords are shown.

Table 3. Top 10 keywords.

Source No. of Occurrences

Bias 45
Machine Learning 32
Fairness 9
Mitigation measures 4
Algorithmic bias 5
bias mitigation 5
cognitive bias 3
Debiasing techniques 2
sampling bias 5
decision making process 8
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The instances of the keywords with the same meanings will be due to the software’s
inability to distinguish between single and plural terms or between words with the same
roots. The most frequently used phrase was, as anticipated, ML prejudice. To understand
the connections between different keywords used in 2020–2023 documents, a co-occurrence
analysis was performed. Co-occurrence analysis is a technique used to identify patterns and
relationships between keywords in a given set of documents. It examines how often certain
keywords appear together, indicating potential associations and connections between them.
By conducting this co-occurrence analysis, we aimed to cover significant relationships and
identify commonly associated keywords within the selected documents. These findings can
help reveal key themes, emerging trends, and areas of emphasis within the research field
during that specific time period. This analysis only considered keywords with more than
10 occurrences, and duplicates were removed. The results of this analysis are presented in
Figure 4 would typically provide a visualization or tabular representation of the keyword
relationships. This visual representation may include various elements.

Figure 4. Co-related keywords.

2.7. Document Analysis

Conducting a review of previous surveys is an essential step in research as it helps
to identify the gaps in the literature that need to be filled. By analyzing related works, we
can identify common themes, key findings, and areas that require further investigation.
In our analysis, we considered various factors to determine the strengths and weaknesses
of each paper. These factors included the methodology used, the quality of the dataset,
the limitations of the study, and the accuracy of the results. By taking a comprehensive
approach to our analysis, we were able to gain a deeper understanding of the research
landscape and identify areas that require further attention.

In this section, we provide an overview of the previous surveys conducted in the
literature, which enables us to identify the knowledge gap that our own survey addresses.
To conduct this review, we analyzed related works and considered factors such as the
paper’s year, contribution, dataset, limitations, methods, and accuracy. The results of this
analysis are presented in tables that highlight the research trends and gaps in the literature.
Details are given in Table 4.
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Table 4. Summary of related work.

Paper Year Contribution Dataset Limitation Methods Accuracy

Abay et al. [2] 2020 Framework both FL and
fairness Adult dataset, COMPAS

Focused only on binary
classification but did not
address biased data in
FL on training data.

Local reweighing, global
reweighing with privacy
and federated bias
removal.
To mitigate bias
pre-processing and
in-processing methods.

Used 11.5% for fairness
metrics and others use
(FP, FN, curve)

Additional exploration of advanced techniques for bias detection and quantification, and impact of different types of biases on FL.

Zhenpeng et al. [8]
2022 Study (341 publications)

on software engineering
Benchmark dataset,
matrices, and benchmark

A limited set of bias
mitigation techniques

Pre-processing,
in-processing,
and post-processing
techniques

Revealing different
methods and mitigating
bias to predictive
performance.

Future offerings, investigate methods and datasets, as well as exploring performance and fairness

Hort et al. [3]
2022

A systematic and
extensive survey of
various bias mitigation
techniques.

81 unique datasets.

Pre-processing,
in-processing,
and post-processing
methods.

ML classifier in-processing 212.

Future offerings, on bias mitigation techniques of three factors: metrics, benchmarking, and statistics.

Benjamin et al. [1]
2022

Comprehensive
classification of machine
learning biases and
mitigation methods,
highlighting potential
pitfalls and perils of
using algorithms.

Benchmarked Focuses only business
context

Six model-based
methods used (bias
removal approach,
adversarial debiasing
maximizes accuracy,
Naive Bayes Classifiers,
variable model,
interpretable models,
splitting and resampling

ML biases can be
identified, avoided,
and mitigated the
CRISP-DM development
process

Future offering: conversion of human biases into machine learning biases.
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Table 4. Cont.

Paper Year Contribution Dataset Limitation Methods Accuracy

Lucas et al. [9] 2022 Measuring bias in text
classification.

Hate Speech and
Offensive Language
dataset and Wikipedia
Personal Attacks dataset.

Not suitable for limited
diversity or
representativeness

Statistical analysis and
novel algorithm

Personal Attacks dataset,
achieved 30% reduction
maintain 90% predictive
accuracy. Hate Speech
and Offensive Language
dataset, achieved a
13% reduction while
maintaining 94%
predictive accuracy.

Future offering: approach on larger and diverse datasets.

Zhixin et al. [10]
2022

Introduce a new attack
model “neural Trojans”.
Also proposed a new
detection method on
feature squeezing,
to detect neural Trojans.

Does not use a dataset. Not be effective against
other types of AI Trojans

Demonstrate generative
adversarial networks
(GANs)

Demonstrates the
feasibility of designing
AI Trojans using GANs
also propose a new
detection method based
on feature squeezing
that are neural Trojans
with high accuracy.

Future offering: detecting different types of AI Trojans.

Zhang et al. [11]
2022

Unbiased ML models in
radiology by addressing
the sources of bias

Dataset of chest X-rays
Lack of transparency
regarding the dataset
used in the case study.

Convolutional neural
network (CNN)

AUC-ROC of 0.909 on
the validation

Future offering: expanding the framework to other types of medical imaging or healthcare applications.

Korco et al. [4]
2023 Study of several bias

mitigation approaches
Adult, Dutch, Compas,
Bank, Credit

Not used on real-world
datasets. Focused on a
limited number of bias
mitigation algorithms

Partial Least Squares
Discriminant Analysis
(PLS-DA)

Demographic parties
and Equalized odds
(Adult, Bank, COMPAS,
Credit, Dutch-Biased
85.18, 73.74, 81.08, 83)

Future offering: developing more robust and fair bias mitigation algorithms.
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For a deeper understanding of the research landscape, we examined another table
that focused on the topics discussed, the starting issues, and the contributions made by the
previous surveys. This helped us identify the key areas that require further investigation
and shed light on the current trends in the field. Details are given in Tables 5–7.

Table 5. Analysis of the most relevant documents belonging to 2023.

Reference Topic Limitation with Issues Contribution

[12] Bias and Unfairness in Machine
Learning Models

Exploring multi-class and multi-metric
characteristics is limited to
binary approaches.

The work examines ML model fairness
and bias reduction, emphasizing attribute
concerns and transparency for
fairer algorithms.

[13]
Variation of Gender Biases in Visual
Recognition Models Before and After
Fine-tuning

Pre-trained model biases and dataset size
are poorly understood, according to
the research.

Introduces image-based bias assessment
for ML models. After extensive data
fine-tuning, biases remain. To reduce
downstream effects, it addressing
fine-tuning biases. Bigger datasets may
introduce and transmit bias.

[14]
A machine learning-based
concentration-encoded molecular
communication system

Numerical simulations are used without
experimental validation.

Suggested technology reduces molecular
communication bias and interference over
current techniques. Longer transmission
and 4-ary CPSK improve simulations.

[15] Living with Floods Using State-of-the-Art
and Geospatial Techniques

Lack of sufficient data, the Nonlinear
relationship between causative factors
and risk

A research employed ML to forecast
floods and identify significant
components. The best subtropical river
basin model is ANN. A useful map for
planning, prevention, and enforcement.

[16] A Chinese Corpus For Gender Bias
Probing and Mitigation

The use of highly educated gender-bias
annotators may cause cognitive bias.
Only a few Chinese language models
were tested. Work should diversify
annotators and investigate other models
and solutions for their issues.

Created CORGI-PM, a 32.9 k-sentence
dataset revealing Chinese gender
prejudice. AI was challenged to identify
and correct gender bias using several
language models. This helps researchers
discover and mitigate gender bias in
Chinese literature.

[17]
Unveiling and Mitigating Bias in
Ride-Hailing Pricing for Equitable
Policy Making

Its focus on one city (Chicago) and the
assumption that the government would
subsidize discounts to make rides more
affordable for disadvantaged residents.

It addresses ride-hailing price equity. It
proposes fairness metrics pricing
mechanisms and government subsidies.
Practical experiments support
ride-hailing policy improvements that
promote fairness.

Table 6. Analysis of the most relevant documents belonging 2022.

Reference Topic limitation with Issues Contribution

[18] An Investigation of Critical Issues in Bias
Mitigation Techniques

The study evaluates 7 algorithms, image
tasks, and biases. Identifies bias
mitigation difficulties, pushing for wider
examination and hidden biases.

Evaluation techniques are improved, bias
reduction recommendations are proposed,
and diverse architectures and structured
concept-based predictions are suggested.

[19] Data augmentation for fairness-aware
machine learning

Focused on racial bias, overlooking
gender and socioeconomic disparities.
Data augmentation’s effectiveness varies
with dataset variability, and detecting
certain motions remains challenging.

The paper suggests fairness-aware ML for
impartial law enforcement software. Data
augmentation rebalances training data by
race to reduce bias concerns without
affecting data integrity. Real-world data
experiments show balanced datasets may
reduce law enforcement prejudice.

[20]
Auto-Debias: Debiasing Masked
Language Models with Automated
Biased Prompts

Proposed method solely debiases PLMs.
Because big pre-trained language models
are often used in real-world applications,
reducing their human-like biases and
societal preconceptions is crucial.

Auto-Debias reduces NLP bias efficiently
and objectively. It reduces gender and
racial biases in PLMs by automatically
recognizing biased prompts,
outperforming previous methods. This
innovation advances NLP practical
debiasing strategies.
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Table 7. Analysis of the most relevant documents of 2021.

Reference Topic limitation with Issues Contribution

[21] Mitigating bias in machine learning
for medicine

Limited medical machine learning
bias and patient outcome studies.
Addressing bias essential for fair
healthcare, advocating diverse data,
robust model development,
and careful clinical deployment.

Its integrative approach to building
machine learning algorithms for
medical applications provides
concrete bias-reduction solutions.
To provide equitable healthcare
results, prejudice must be mitigated.

[22]
Debiasing Career Recommendations
with Neural Fair Collaborative
Filtering

Gender bias in career suggestions
might dissuade women from STEM
disciplines, hurting economic
competitiveness and gender pay
inequalities. NFCF reduces bias just
for gender, according to the research.

NFCF combats gender bias in career
recommender systems, according to
the research. After pre-training and
bias correction, it beats current
models on MovieLens and Facebook
datasets, potentially reducing gender
salary gaps and STEM career
discrepancies.

[23] Evaluating causes of algorithmic
bias in juvenile criminal recidivism

The research only included Catalan
youth offenders, limiting its
usefulness. Crime prediction using
AI presents justice problems,
especially for disadvantaged
populations. Prediction accuracy
and fairness are difficult to balance.

The research shows ML outperforms
professional tools but favors certain
populations. It pinpoints biases and
offers solutions. Additionally,
certain fairness approaches may
have unintended bad effects.

[24] Fairness metrics and bias mitigation
strategies for rating predictions

The bias reduction strategy is
designed for rating-based
recommender systems and may not
work for others. The evaluation is
limited to two datasets, requiring
more testing on other datasets for
relevance.

The work innovates recommender
system bias reduction and aligns
fairness measures across domains.
Recent findings emphasize bias
reduction and fairness in algorithmic
decision-making, particularly in
recommenders. It helps reduce
biases and improve fairness.

[25]
Detection and Evaluation of Bias in
Machine Learning Models Using an
Alternation Function

A single dataset with few gender
and racial biases tests the study’s
method. It needs further testing on
varied datasets with different
features.

The alternation function approach
examines machine learning model
bias for transparency and fairness. It
focuses on detecting and quantifying
human biases’ influence on ML
through attribute value swaps.
Practical model understanding and
usefulness improve with this
technique.

By conducting this review, we were able to gain valuable insights into the research
landscape and identify gaps in the literature that our survey could fill. This approach
provides a comprehensive overview of the previous research and ensures that our survey
builds on the existing knowledge in the field. Overall, this approach is an essential step in
conducting high-quality research that contributes to the advancement of the field.

3. Machine Learning Bias

Machine learning bias refers to the systematic and unfair influence of certain factors or
variables in a machine learning model, leading to incorrect or discriminatory outcomes [12].
Machine learning models are only as unbiased as the data they are trained on. If the data
contain inherent biases, then these biases can be perpetuated and even amplified in the
model’s predictions. A figure shows a quantify bias in ML in Figure 5.

One example of machine learning bias is algorithmic discrimination, where a model is
trained on data that are biased against certain groups of people, leading to discriminatory
outcomes. For example, an algorithm that was trained on historical hiring data that
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contain biases against women or minorities may perpetuate these biases in its hiring
recommendations.

Figure 5. Quantify bias in ML.

To quantify bias in ML, examining the dataset, scraped data, abstract data, machine
learning models, and predictions in detail is important. Here are some methods that can be
used to identify and quantify bias at each stage of the machine learning pipeline:

1. Dataset Bias

• Measure the distribution of the data: Analyzing the frequency of different
attributes across the dataset helps identify potential biases. By calculating the
proportions or counts of attribute categories, you can understand their rep-
resentation. Over-representation or under-representation of certain attributes
may indicate bias in the data. For example, if a dataset used for college ad-
missions contains a significantly higher proportion of students from affluent
backgrounds, it could indicate socioeconomic bias. For example, if a dataset used
for college admissions contains a significantly higher proportion of students
from affluent backgrounds compared to the general population, it could indicate
socioeconomic bias. This bias may stem from inequitable access to resources or
opportunities in the admissions process.

• Check for imbalances in the target variable: Target variables can lead to biased
predictions, particularly for under-represented groups. It is crucial to examine
the distribution of the target variable to ensure fairness. Identify whether there
are significant disparities in the number of samples belonging to different target
categories. For instance, in a medical diagnosis model, if the dataset has a dis-
proportionate number of healthy patients compared to patients with a particular
disease, the model might struggle to accurately predict the disease cases.

• Use statistical tests for assessing attribute distribution: Statistical tests like chi-
squared tests or t-tests can provide quantitative insights into the differences in
attribute distribution across different groups. These tests help determine whether
there is a significant association between two categorical variables. They can
be used to assess whether observed differences in attribute distribution across
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groups are statistically significant or due to chance. By applying these tests,
you can quantify the extent of bias and ascertain if the observed differences are
statistically significant or if they can be attributed to random variations.

2. Scraped Data Bias

• Evaluate the sources and methods used to scrape the data to identify potential
biases or inaccuracies in the data. Assess the reliability and credibility of the data
sources. Consider the reputation, authority, and transparency of the sources to
ensure the data are trustworthy. Evaluate the methodology employed for data
scraping. Determine whether it adhered to ethical guidelines, respected user
privacy, and obtained consent if required. Consider potential biases in the data
sources. If the sources are known to have inherent biases or limitations, then
these can impact the quality and representations of the scraped data.

• Check for missing data or errors in the scraped data that could affect the model’s
predictions. Examine the scraped data for missing values or errors that can affect
the model’s predictions. Missing or erroneous data can introduce bias or distort
the analysis. Identify the types and patterns of missing data. Determine whether
they are missing at random or if certain attributes or groups are more affected.
Systematic missing can lead to biased results. Investigate the potential causes of
missing data, such as technical issues during scraping or limitations in the data
sources. Addressing missing data appropriately is crucial in avoiding biased or
inaccurate predictions.

• Analyze the distribution of the scraped data to identify any under-represented
groups or biases. Assess the distribution of attributes within the scraped data
to identify under-represented groups or biases. Understanding the representa-
tion of different groups is vital for fair modeling. Calculate the frequencies or
proportions of attribute categories and compare them to known distributions or
benchmarks. Look for significant disparities or imbalances in attribute represen-
tation. Under-represented groups may be susceptible to biased predictions or
exclusion from the modeling process. Analyzing attribute distribution helps iden-
tify potential biases, such as gender, race, ethnicity, or socioeconomic disparities,
which may exist in the data.

3. Abstract Data Bias

• Evaluate the methods used to generate or extract abstract data: When assessing
potential biases or inaccuracies in abstract data, it is essential to scrutinize the
methods used for data generation or extraction. This involves understanding
the data collection process, including the sources, instruments, and techniques
employed. For example, if the data were collected through surveys, evaluate
whether the survey design could introduce response or sampling biases. If
the data were obtained from online sources, consider the limitations of web
scraping techniques and potential biases associated with the sampled websites
or platforms.

• Check for missing data or errors in the abstract data: Missing data or errors can
significantly impact the accuracy and validity of a model’s predictions. Carefully
examine the abstract data for any missing values, outliers, or inconsistencies.
Missing data can occur due to various reasons, such as non-response, data entry
errors, or unintentional omissions. Investigate whether the missing data are
random or if there is a systematic pattern to its absence, as this pattern could
introduce biases. Depending on the extent of missing data, imputation techniques
such as mean imputation, regression imputation, or multiple imputations can be
employed to address the gaps and minimize bias.

• Analyze the distribution of the abstract data: Analyzing the distribution of
abstract data is an essential step in understanding potential biases and under-
represented groups within the dataset. It is the distribution of the abstract data
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that helps identify any under-represented groups or biases within the dataset.
Start by examining the demographic or categorical variables in the data and
determine whether they adequately represent the diversity of the target popula-
tion. Look for disparities or imbalances across different groups, such as gender,
race, age, or socioeconomic status. Unequal representation or significant varia-
tions in the distribution can indicate potential biases or under-representation of
certain groups, which can lead to unfair predictions or outcomes. Addressing
such biases may require collecting more data from under-represented groups or
applying bias mitigation techniques during model training.

4. Machine Learning Model Bias

• Evaluate the performance of the machine learning model across different groups
to identify any disparities in the predictions. Assess the model’s performance
separately for each group to understand any disparities. Calculate standard
evaluation metrics such as accuracy, precision, recall, F1-score, or area under the
ROC curve (AUC) for each group. By comparing these metrics across groups,
you can identify variations in performance.

• Check for any bias or inaccuracies introduced during the training or evalua-
tion of the model. Examine the pre-processing steps applied to the data during
training and evaluation. Pre-processing techniques such as normalization, fea-
ture scaling, or imputation can unintentionally introduce biases if not carefully
implemented. Evaluate whether the pre-processing steps are appropriate for
the data and ensure they are applied consistently across different groups. Data
Augmentation: Assess the use of data augmentation techniques during training.
Data augmentation can help increase the diversity and robustness of the training
data. However, it is important to ensure that the augmentation techniques do
not introduce biases or distort the underlying distribution of the data. Regularly
review and validate the augmented data to verify its quality and fairness. Model
Architecture: Examine the architecture of the machine learning model itself. Bi-
ases can be introduced if the model is designed in a way that disproportionately
favors certain groups or if it relies on discriminatory features. Validation and
Cross-Validation: Use appropriate validation strategies during model training
and evaluation. Employ techniques such as k-fold cross-validation or stratified
sampling to ensure that the performance metrics are consistent across differ-
ent groups. Sensitivity Analysis: Conduct sensitivity analysis to evaluate the
model’s performance across different thresholds or decision boundaries. External
Validation and Auditing: Seek external validation and auditing of the model’s
performance. Engage independent experts or domain specialists to assess the
model’s predictions and evaluate potential biases. By following these steps and
considering these factors, you can thoroughly evaluate the model for bias or
inaccuracies introduced during training or evaluation.

• Use fairness metrics such as demographic parity, equalized odds, and equal
opportunity to measure bias in the predictions. Demographic parity measures
whether the predictions of a model are independent of sensitive attributes such
as gender, race, or age. It ensures that individuals from different demographic
groups have equal chances of receiving positive outcomes. To evaluate demo-
graphic parity, you can compare the proportion of positive predictions across
different groups. Equalized odds assess whether the model’s predictions are
consistent across different groups, considering both false positives and false
negatives. It focuses on maintaining equal false positive rates and equal true
positive rates across different subgroups. Equal opportunity evaluates whether
the model provides an equal opportunity for positive outcomes across different
groups, specifically focusing on the true positive rates. These fairness metrics
help quantify and measure bias in machine learning models by focusing on the
disparate impact on different groups. It is important to note that the choice of fair-
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ness metrics depends on the specific context and the sensitive attributes relevant
to the problem at hand. In addition to these metrics, other fairness measures such
as predictive parity, treatment equality, or counterfactual fairness may also be
considered, depending on the requirements and constraints of the application.

5. Prediction Bias

• Analyzing predictions across different groups: To identify disparities or inac-
curacies in the model’s predictions, it is crucial to conduct a thorough analysis
across different groups. Divide the dataset into subgroups based on relevant at-
tributes such as race, gender, age, or socioeconomic status. Evaluate the model’s
performance metrics, such as accuracy, precision, recall, or F1 score, for each sub-
group. Compare these metrics across groups to identify any significant variations
or disparities in the model’s predictions. Visualizations, such as confusion ma-
trices or ROC curves, can help in understanding the prediction behavior across
different groups.

a. Chi-square test: This test can determine whether the differences in predic-
tion outcomes across groups are statistically significant.

b. t-test or ANOVA: These tests can be applied to compare prediction scores
or probabilities between different groups and evaluate if the differences
are statistically significant.

c. Fairness metrics: Demographic parity, equalized odds, and equal opportu-
nity are fairness metrics that quantify disparities in prediction outcomes
across different groups. Calculating these metrics and comparing them
between groups can help identify bias in the model’s predictions.

6. Checking for biases or inaccuracies in the data: Biases or inaccuracies in the data
used for making predictions can lead to biased model outcomes. It is crucial to
check for potential biases or inaccuracies in the data and address them appropriately.
Consider the following aspects:

a. Data Collection Bias: Assess whether the data used for training the model are
representative of the target population. Biases can arise if certain groups are
under-represented or over-represented in the training data.

b. Labeling Bias: Examine the quality and accuracy of the labels or annotations
in the training data. If stereotypes, cultural biases, or subjective judgments
influence the labeling process, then biases may occur.

c. Feature Selection Bias: Evaluate whether the features used for prediction are
fair and unbiased. Biases can be unintentionally encoded in the features if they
correlate with protected attributes or capture societal prejudices.

Machine learning (ML) models may be biased for a variety of causes. Here are a few
typical causes:

• Data used for training: Because machine learning (ML) models are data-driven, they
may be biased if the training data are not diverse or representative of the community
being studied. A facial recognition algorithm, for instance, may have trouble correctly
identifying people with darker skin tones if it has been trained mainly on images of
white people. In the case of facial recognition algorithms, which are widely used in
various applications such as identity verification and surveillance systems, biased
training data can result in significant disparities in performance across different demo-
graphic groups. For example, if the training data predominantly consists of images of
white individuals, then the algorithm may struggle to accurately identify people with
darker skin tones.

• Data selection: A machine learning (ML) model’s training data may not be a represen-
tative sample of the entire community. This may occur if the data are gathered in an
unfair manner, such as by excluding some categories or oversampling some groups.
One common scenario where data selection bias can occur is when data collection
processes systematically exclude or under-represent certain categories or groups. For
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example, in a healthcare dataset, if data are primarily collected from a specific demo-
graphic or geographic region, then they may not accurately capture the experiences
and health conditions of other populations. This can result in biased predictions or
limited generalizability of the model to broader populations.

• Architecture of the algorithm: The ML algorithm’s architecture can introduce bias.
For instance, an algorithm may be more prone to bias if it heavily depends on a single
trait that is associated with a specific group. Bias can arise when the algorithm heavily
relies on a single trait or feature that is associated with a specific group, leading to
discriminatory or unfair predictions.

• Feedback loops: Feedback loops can happen when a machine learning (ML) model’s
predictions are used to inform choices that are then fed back into the model. It can
perpetuate and amplify biases over time if the input reinforces pre-existing biases in the
model. Feedback loops in machine learning models can contribute to the perpetuation
and amplification of biases. When a model’s predictions are used to inform decisions
or actions, and those decisions are subsequently fed back into the model as new data,
it can create a cycle that reinforces pre-existing biases.

• Human biases: Last but not least, human biases can be incorporated into ML algo-
rithms. This might occur if the people in charge of creating or training the model have
prejudices of their own that affect the choices they make.

Addressing machine learning bias is a complex problem that requires careful consider-
ation of the data used to train the model, the model’s architecture, and the ethical and social
implications of the model’s predictions. Techniques such as data pre-processing, model
interpretation, and fairness metrics can help mitigate machine learning bias, but it is im-
portant to remain vigilant and continue to monitor and evaluate the model’s performance
over time

How Does It Work?

This section will provide details and findings from papers related to machine learn-
ing bias.

The authors of [4] present a comprehensive study of the impact of bias mitigation
algorithms on classification performance and fairness. They examine the various methods
that impact the same people, mitigate bias in similar ways, or affect different people
during the debiasing process. The study finds that bias mitigation approaches can differ
significantly in their strategies and the population’s target. They suggest that current
group fairness metrics may have limitations, and the debiasing process may be arbitrary
and unfair.

The paper describes two popular fairness metrics used to measure fairness in machine
learning, namely Demographic Parity and Equalized Odds. Demographic Parity ensures
that the predicted label is independent of the sensitive attribute, while Equalized Odds
consider both the ground truth and the predicted label. To optimize these metrics, three
categories of debiasing strategies have been proposed: pre-processing, in-processing, and
post-processing. Pre-processing methods focus on debasing the training data itself, in-
processing modifies the training process, and post-processing modifies the predictions of
an existing biased model to achieve fairness.

They use notations and metrics to formalize the task and describe the setup of their
experiments. They consider model f as the biased model, which is trained on dataset Xtrain
to optimize some predictive performance metrics. They also consider a model, g, trained
on the same dataset with an additional fairness objective. They introduce the notation ∆g to
represent instances of the validation set Xval whose predictions differ between f and g. The
authors aim to look in-depth at these instances to understand the impact of implementing
fairness in the machine learning pipeline. They used the Adult, Dutch, Compas, Bank,
and Credit datasets for their analysis. To mitigate bias in machine learning, various
debiasing strategies have been proposed. They choose one strategy from each category and
split them into two groups based on the fairness metric optimized—either Demographic
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Parity or Equalized Odds. The selected strategies are Learning Fair Representations (LFR),
Adversarial Debiasing (AdvDP, AdvEO), Reject Option Classification (ROC), and Threshold
Optimization (TO). They train a biased model and a fair model for each dataset and ensure
that they achieve comparable performances in terms of accuracy and fairness scores. This
allows for a fair comparison of the behaviors of the models.

The authors evaluate several commonly used bias mitigation techniques, including
reweighing, adversarial debiasing, and equalized odds post-processing, on a range of
classification tasks, and analyze the impact of these techniques on various fairness metrics.
The results highlight the complex interplay between bias mitigation and classification
performance and suggest that achieving both high accuracy and fairness may be difficult
in practice.

The authors of [8] present a large-scale empirical study of 17 different bias mitigation
methods for machine learning classifiers applied to 8 widely-adopted software decision
tasks. The study evaluates the methods using 11 machine learning performance metrics
(such as accuracy) and 4 fairness metrics, as well as 20 types of fairness–performance
trade-off assessment.

They find that, in 53 percent of the scenarios studied, the bias mitigation methods
significantly decrease machine learning performance, while in 46 percent of scenarios, they
significantly improve fairness according to the 4 fairness metrics used. Furthermore, in
25 percent of scenarios, the bias mitigation methods lead to a decrease in both fairness
and machine learning performance. The study also found that there is no single bias
mitigation method that can achieve the best trade-off in all scenarios. Instead, researchers
and practitioners need to choose the method that is best suited to their intended application
scenario. They used an adult dataset for their work. They have proposed various bias miti-
gation approaches, including pre-processing, in-processing, and post-processing methods.
Pre-processing methods aim to mitigate data bias by processing the training data to reduce
bias while in-processing methods focus on improving group fairness during the training
process. Post-processing methods modify the prediction outcomes of machine learning
models to improve fairness. However, these methods often come at the cost of machine
learning performance. For instance, removing biased data points from training data can im-
prove fairness but may lead to a decrease in classification accuracy. Therefore, researchers
need to consider both fairness and machine learning performance when evaluating bias
mitigation methods.

This paper focuses on evaluating 17 representative bias mitigation methods, including
10 methods from the ML community and 2 recently published methods from the SE
community. The ML methods are implemented in the IBM AIF360 framework and cover
pre-processing, in-processing, and post-processing techniques.

The pre-processing methods include Optimized Pre-processing (OP), Learning Fair
Representation (LFR), Reweighting (RW), and Disparate Impact Remover (DIR). OP learns
a probabilistic transformation to modify data features and labels, while LFR learns fair
representations by obfuscating information about protected attributes. RW generates
different weights for samples in each (group, label) combination and DIR modifies feature
values to improve fairness while preserving rank ordering within groups.

The in-processing methods include Prejudice Remover (PR), Adversarial Debiasing
(AD), and Meta Fair Classifier (MFC). PR adds a discrimination-aware regularization term
to the learning objective, AD uses adversarial techniques to maximize accuracy and reduce
evidence of protected attributes in the predictions simultaneously, and MFC takes the
fairness metric as part of the input and returns a classifier optimized for the metric.

The post-processing methods include Reject Option Classification (ROC), Calibrated
Equalized Odds Post-processing (CEO), and Equalized Odds Post-processing (EOP). ROC
targets predictions with high uncertainty and tends to assign favorable outcomes to the
unprivileged group and unfavorable outcomes to the privileged group. CEO optimizes
over-calibrated classifier score outputs to find probabilities with which to change out-
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put labels with an equalized odds objective, while EOP solves a linear program to find
probabilities with which to change output labels to optimize equalized odds.

The SE methods used in the paper are Fairway and Fair-SMOTE. Fairway combines
pre-processing and in-processing techniques to improve fairness, while Fair-SMOTE is a
pre-processing method that generates new data points to make the numbers of training
data in different subgroups (i.e., combinations of different outcomes and protected attribute
values) equal and removes ambiguous data points from the training data.

In the AIF360 toolkit, MFC, ROC, and CEO are implemented with two, three, and
three different metrics to guide the bias mitigation process, respectively. MFC offers a
choice between Disparate Impact (DI) and False Discovery Rate (FDR); ROC offers a choice
between Statistical Parity Difference (SPD), Average Odds Difference (AOD), and Equal
Opportunity Difference (EOD); CEO offers a choice between among False Negative Rate
(FNR), False Positive Rate (FPR), and a weighted metric to combine both.

The authors implement and evaluate these methods on four benchmark datasets:
Adult, Compas, German, and Bank, with different protected attributes and favorable/majority
labels. The Mep dataset is also used to evaluate the SE methods. They measure the changes
caused by these methods on the performance of the ML model in terms of precision, recall,
and F1-score for the favorable and unfavorable classes. They also use accuracy, macro-
precision, macro-recall, macro-F1, and the Matthews Correlation Coefficient (MCC) metric.
The authors state that the choice of metrics depends on the intended applications and that
engineers can determine the metrics suitable for their applications without the need to
consider all the 11 metrics. Finally, they note that different types of datasets have different
appropriate metrics, but they use the full set of metrics for all the datasets in their study.
They use five benchmark datasets implemented in the IBM AIF360, which is a widely used
framework for fairness research. Then normalize all feature values to be between 0 and 1,
which is a common pre-processing step in machine learning.

To mitigate bias, use a variety of traditional machine learning algorithms, including
Logistic Regression, Support Vector Machine, and Random Forest, as well as four deep
neural networks. They apply 17 bias mitigation methods, including pre-processing, post-
processing, and in-processing methods. Each method is applied 50 times, and the dataset is
shuffled and randomly split into 70 percent training data and 30 percent test data each time.
Finally, They create a fairness–performance trade-off baseline for each task, model, and
fairness–performance metric pair combination. This involves training the original model
50 times and repeating the mutation procedure 50 times for each mutation degree. The
baseline is constructed using the mean value of the multiple runs.

Finding-1: Suggests that there is a big drop in machine learning performance metrics
in a lot of different situations after using current bias mitigation methods. The drops range
from 42% to 66%. Accuracy is particularly affected in 66 percent of the scenarios. Addition-
ally, the study found that the effects of bias mitigation methods on newly considered ML
performance metrics are not always correlated with previously used metrics, which means
that the latter cannot be used as a substitute.

Finding-2: Suggests that, among the 17 studied bias mitigation methods, RW is the
most effective at retaining ML performance, while LFR is the least effective. Additionally,
methods that consider ML performance when mitigating bias, such as Fairway, DIR, and
AD, tend to perform better in retaining ML performance. It is important to note that
the extent of performance degradation can vary significantly depending on the specific
performance metric being considered.

Finding-3: Suggests that existing bias mitigation methods improve fairness in 46 per-
cent of the applications studied. They are effective in reducing discrimination based
on different metrics. ERD improved significantly in 24 percent of the scenarios. How-
ever, changes in ERD do not have a consistent correlation with changes in any other
fairness metric.

Finding-4: Suggests that, out of the 17 bias mitigation methods studied, LFR was
found to significantly improve fairness in the highest number of scenarios (71 percent).
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Only 7 methods were found to improve fairness in over half of the scenarios. Methods that
were designed to optimize specific fairness metrics tended to have poor overall fairness.
Different fairness metrics produced different rankings for bias mitigation effectiveness. For
instance, LFR ranked first for SPD but ranked 15th out of 17 methods for ERD.

Finding-5: Suggests that, in terms of the fairness–performance trade-off, RW is the
best among the studied methods, with a good trade-off in 77 percent of cases. However, on
average, most existing methods harm both fairness and ML performance. The effectiveness
of these methods depends on various factors, including the models, tasks, protected at-
tributes, and metrics used to assess fairness and performance. Additionally, these methods
tend to have worse trade-offs on imbalanced datasets.

In this paper, it was found that Fairway is the best bias mitigation method in 30 percent
of the scenarios, but no single method is the best in all scenarios. This means that people
need to choose the most suitable bias mitigation method for their specific situation.

4. Bias Reduction Strategy

To make forecasts or judgments, machine learning (ML) algorithms use statistical
models that have been trained on historical data. However, if the data used to teach these
algorithms is biased, the algorithms may continue or even amplify that bias. This raises
serious concerns in numerous sectors because it may result in unfair or discriminatory
outcomes [1]. Machine learning bias refers to the phenomenon where a machine learning
algorithm produces results that systematically favor one group of people over another,
often due to historical discrimination or other societal factors. The difference between the
predicted output’s true value and the expected value for a given input is one prevalent
definition of bias in machine learning. This is mathematically represented as a bias in
Equation (1)

y = E[ f (x)]− y (1)

where E stands for the expected value and f (x) is the projected output for input x; y is the
actual output for input x [12].

• Diverse and representative training data: Using diverse and representative training
data are one of the most efficient methods to reduce bias. This can make sure that
the data used to train the ML model represents the complete range of experiences
and viewpoints of the population being studied. Utilizing diverse and representative
training data is crucial in minimizing bias. This can be achieved by ensuring that
the training dataset, denoted as D, contains a wide range of examples from different
subgroups or classes. Mathematically, we can represent this as Equation (2):

D = {x1, x2, . . . , xn} (2)

where xi represents an example in the dataset. By including a diverse set of examples
that represent various experiences and viewpoints, the ML model can learn to make
unbiased predictions across different groups.

• Data pre-processing: Techniques for data pre-processing can be used to find and
eliminate prejudice in the training data. To balance the representation of various
subgroups in the training data, methods like oversampling or undersampling may be
used. Mathematically, this can be represented as Equation (3):

Dprocessed = PreProcess(D) (3)

where D process represents modified data, PreProcess represents the data enhancement
function, and (D) represents the original data input. This equation shows how a pre-
processing function (PreProcess) changes original data (D) into improved data that has
been changed.

• Algorithmic transparency: By making it simpler to spot and correct any possible
biases in the ML model, ensuring algorithmic transparency can help to mitigate bias.
This might entail employing strategies like interpretability methods, which can make
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the ML model’s decision-making process more visible. Mathematically, this can be
represented as Equation (4):

Transparency(M) = Interpret(M) (4)

where Transparency(M) represents the transparency of the ML model M through inter-
pretability techniques.

• Regular assessment and monitoring: Monitoring and evaluating the ML model on
a regular basis can help to spot any biases that may exist and help to correct them
as needed. This might entail methods like fairness measures, which are useful for
assessing how well the ML model performs across various subgroups. Mathematically,
we can represent this Equation (5):

Fairness(M) = Assess(M) (5)

This equation signifies that the fairness of the ML model is determined by the assess-
ment conducted on it.

• Adversarial training: It entails purposefully introducing bias into the training data
to increase the ML model’s resistance to bias. This can ensure that the model can
handle biased data more effectively when they are encountered in the real world. See
mathematical Equation (6)

Loss_total = L( f (x), y) + λ · Ladv( f (x + δ), y) (6)

In Equation, the symbol Loss_total represents the total loss. L denotes the original
loss function, f (x) represents the predicted output, y represents the true label, λ is the
hyperparameter controlling the weight given to the adversarial loss term, and Ladv
represents the adversarial loss term. The adversarial loss term measures the difference
between the model’s predictions on the perturbed input f (x + δ) and the true label y.

These are just a few of the numerous prevention strategies available for minimizing
the possibility of bias in ML models. It is essential to remember that the most effective
technique will rely on the particular context and application and that the best results might
require the use of a combination of several techniques.

The main types of biases that can occur in machine learning are data bias, algorithm
bias, feature bias, operational bias, and model bias [26]. Details are given in Table 8 and
Figure 6.

Figure 6. Most common sources of bias.

It is important to identify these types of biases because they can lead to inaccurate and
unfair decision making, and can perpetuate social inequality. Bias can occur at any stage of
the machine learning process, from data collection to deployment, and can be unintentional
or intentional [27]. By identifying and addressing bias in machine learning, we can ensure
that the decisions and predictions made by algorithms are fair and accurate, and do not
perpetuate social or cultural biases. Additionally, identifying bias can help us to improve
the quality and transparency of the machine learning process, and to build trust between
users and decision makers [12].
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To address this challenge, there has been growing interest in developing methods
and tools to detect and mitigate bias in machine learning. For example, researchers have
proposed techniques such as data augmentation, counterfactual analysis, and algorithmic
fairness constraints to reduce bias in machine learning models. These methods can help to
ensure that the model is making decisions based on a diverse range of inputs and is not
discriminating against certain groups.

Table 8. Common sources of bias and their mitigation strategies.

Bias Type Definition Example Mitigation Strategies

Data Bias

Bias that arises from the
quality, quantity,
or representativeness of
the training data

suppose a machine learning model is to predict
whether a customer is likely to purchase a product
based on their demographic and purchase history. We
train the model on a dataset that consists of only men
customers. The model performs well on this dataset,
but when you apply it to a test dataset that includes
women customers, it performs poorly. Then, the
system is data in a bias phase.

Data augmentation,
collecting diverse
datasets,
representativeness of
training data

Feature Bias

Feature bias can arise
from various sources
such as incomplete data,
selection bias,
or pre-existing
social biases.

For example, a company is building a machine
learning model to predict whether a person is likely to
default on a loan. They train the model on a dataset
that includes features such as income, credit score,
and employment history. However, they fail to
include other relevant factors such as race, gender,
or zip code, which can lead to biased predictions.
In this case, feature bias arises.

Feature selection and
pre-processing, careful
consideration of feature
choice, feature
engineering to remove
discriminatory features,
dimensionality reduc-
tion

Model Bias

Model bias can arise
from a variety of sources,
including biased
training data, biased
algorithms, or biased
human decisions that
influence the design or
implementation of the
model.

Candidate’s height as a factor in hiring decisions can
be an example of model bias. If height is used as a
selection criteria, then it may disproportionately
disadvantage shorter candidates, even if height is not
a relevant factor for job performance. This bias can be
perpetuated if the hiring team or the machine learning
model has been trained on data that includes the
height of successful candidates in the past.

Model Transparency and
interpretability,
regularized model
training, model val-
ideation and testing on
diverse datasets

Algorithm Bias

Arises from the specific
algorithm or
optimization method
used to train the
machine learning model

Predicting flower species using ML could occur if the
training dataset used to train the algorithm is biased
towards certain types of flowers. if the training dataset
contains mostly white flowers, the algorithm may
have difficulty accurately predicting the species of
flowers with different colors or shapes. This can result
in the algorithm being biased towards certain types of
flowers, which can lead to inaccurate predictions or
misclassification of flowers.

Algorithmic auditing,
hyperparameter tuning,
and ensemble methods,
fairness-aware
algorithms,
or optimization
methods.

Operational Bias

Bias that arises from the
deployment, usage,
or interpretation of the
machine learning model
in real-world settings

Loan decisions can occur when the loan approval
process relies too heavily on automated systems or
algorithms that are not properly designed or tested.
If the algorithm is not designed to account for all
relevant factors, such as the credit history or
employment status of the applicant, it may lead to
inaccurate or biased loan decisions. To address
operational bias in loan decisions, it is important to
ensure that the loan application process is designed to
minimize the potential for bias, and that loan officers
and algorithms are trained and monitored to ensure
they are making fair and objective decisions.

Regularly monitoring
model performance and
bias, introducing
feedback mechanisms,
ensuring ethical and
responsible use of the
model.
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4.1. Types of Bias and Their Reduction Strategies

Bias is an inherent part of any decision-making process, including those that involve
artificial intelligence (AI) and machine learning (ML). Several types of bias can occur in
AI/ML models, and it is essential to understand them to mitigate their negative impact.

4.2. Selection Bias

This happens when the training data are not indicative of the community. Researchers
can use stratified sampling or make sure the training data are varied and contains infor-
mation from all pertinent subgroups to lessen selection bias [28]. Selection bias can be
mitigated by using random sampling techniques and carefully selecting the study popula-
tion to be representative of the target population. It is important to be aware of potential
selection biases when interpreting study findings and to consider the generalizability of
the results to the broader population [29].

Suppose a bank is developing a credit risk model using historical data on loan ap-
plications. If the bank only uses data on approved loan applications, this could result in
selection bias because the data would not include information on rejected loan applications.
This could lead to a model that overestimates the creditworthiness of certain groups of
applicants and underestimates the credit risk of others [30].

This can be mathematically represented, as shown in Equation (7):

IPW = 1/Pr(E) (7)

where Pr(E) is the sample and IPW is the inverse probability weight.

4.2.1. Categories of Selection Bias

Selection bias refers to distortion bias that occurs when the selection participants is
not random or representative of the target population. This can lead to biased results. Here
are several categories of selection bias.

It is important to be aware of selection bias as it can undermine the validity and
generalizability of study findings. Random sampling is recruitment to minimize selection
bias and enhance the representativeness of samples. Several categories of selection bias are
shown in Figure 7.

These are some of the main categories of selection bias [30]. Addressing selection
bias requires careful attention and researchers may use a variety of strategies to minimize
its impact.

• Sampling bias: Sampling bias occurs when the data are not chosen at random, re-
sulting in a non-representative sample. This occurs when the data are in a non-
representative sample. This can lead to inaccurate and misleading conclusions. One
can mitigate sampling bias through employing various techniques (Figure 8).

Researchers can employ random sampling, modify the data weights, or choose a
different sampling technique to lessen sampling prejudice [31]. Sampling bias can lead to
inaccurate and misleading conclusions. This can happen for a variety of reasons, such as
non-random sampling, self-selection bias, or sampling from a non-representative subpopu-
lation. It occurs when certain individuals or groups in the population are more likely to be
included or excluded from the sample, leading to inaccurate or misleading results. This
can be modeled mathematically as Equation (8):

s/n ∗ 1/P(s) (8)

where s is the total number of units being sampled, n is the size of the community, and P(s)
is the unit from the sample. Sampling bias can occur for a variety of reasons.
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Figure 7. Strategies of selection bias.

Figure 8. Sample bias.

An example of sample bias can be seen the popularity of a new ice cream flavor, but
only asking people who have a sweet tooth. This would lead to biased results because
the sample only includes people who are more likely to enjoy sweet flavors, and excludes
people who may prefer less sweet or savory flavors. This would make it difficult to draw
accurate conclusions about the popularity of the new ice cream flavor among the general
population and could result in poor marketing decisions or product development. To avoid
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sample bias in this case, the survey should include a diverse sample of people with different
taste preferences [32]. The details are presented in Table 9.

Table 9. Methods for minimizing sampling bias.

Method Details

Random sampling

Random sampling helps to ensure that every member of the
population has an equal chance of being selected for the sample.
This helps to prevent bias that can be introduced through
non-random sampling techniques.

An increased sample size

larger sample size can help to reduce the impact of outliers and
other anomalies that can introduce bias into the sample. However,
it is important to ensure that the sample size is appropriate for the
population being studied.

Use stratified sampling

Stratified sampling involves dividing the population into
subgroups and then selecting a random sample from each
subgroup. This can help to ensure that the sample includes
representation from all subgroups, preventing bias that can be
introduced through non-representative subgroups.

Be mindful of selection bias

Selection bias occurs when the sample is not representative of the
population being studied. This can occur when the sample is
self-selected or when the researcher selects participants based on
certain characteristics. To minimize selection bias, it is important
to use random sampling techniques and to ensure that the sample
is diverse and representative of the population being studied.

Use a diverse sample

A diverse sample helps to ensure that the sample is representative
of the population being studied. This can include diversity in
terms of age, gender, race/ethnicity, education level, and other
characteristics that may impact the results of the study.

Monitor participation rates

It is important to monitor participation rates to ensure that the
sample is not biased towards those who are more likely to
participate. This can help to prevent bias that can be introduced
through non-response bias.

Alternatively, the method of selecting individuals for the study may disproportion-
ately select individuals from certain groups, such as those who are more easily accessible
or more likely to participate [33]. Sampling bias can be particularly problematic in studies
that rely on statistical inference, as biased samples can lead to inaccurate or misleading
conclusions [34]. For example, they can use random sampling techniques to select individ-
uals for the study, which helps ensure that all individuals in the population have an equal
chance of being included in the sample. They can also use stratified sampling techniques to
ensure that the sample includes individuals from all relevant subgroups in the population.
Additionally, researchers can use statistical techniques to adjust for potential biases in
the sample [35]. To reduce the impact of sampling bias, researchers can use a variety of
strategies [36].

• Volunteer bias: Volunteer bias is a type of bias that occurs when individuals who
choose to participate in a study are not representative of the population being studied.
Specifically, volunteer bias occurs when individuals who volunteer for a study are
systematically different from those who do not volunteer. This can result in a biased
sample that does not accurately reflect the population of interest [37]. Volunteer bias
can occur for a variety of reasons. Volunteer bias is represented in Figure 9.

Here is an example scenario of volunteer bias. A researcher wants to study the effects
of a new weight loss program on the general population. To recruit participants, the
researcher places an ad in a local newspaper, inviting people to participate in the study. A
total of 100 people responded to the ad and agreed to participate. However, upon closer
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examination, the researcher finds that all of the participants are women, most of them are
middle-aged, and most of them are already interested in weight loss [38].

Figure 9. Volunteer bias.

The equation for volunteer bias is not a mathematical equation in the traditional sense,
but rather a conceptual equation that describes the relationship between the characteristics
of the sample and the characteristics of the population being studied. Volunteer bias can be
expressed as Equation (9):

V = P − S (9)

where V is the degree of volunteer bias, P is the population of interest, and S is the sample
of individuals who volunteered for the study.

The equation demonstrates that the difference between the population of interest and
the sample of people who volunteered for the study determines the degree of volunteer
bias [39]. Details of this are presented in Table 10.

Table 10. Methods for minimizing volunteer bias.

Method Details

Random Selection Select participants at random from the population to minimize the
risk of bias.

Incentives Offer incentives such as payment or a chance to win a prize to
motivate more people to participate and reduce volunteer bias.

Masked Studies Use a blinded or masked study design where participants do not
know the true nature of the study to reduce self-selection bias.

Broad Advertising Use of a variety of media outlets and advertising channels to reach a
more diverse population and reduce volunteer bias.

Community Partnerships Partner with community organizations to recruit participants and
ensure that the study is representative of the community as a whole.

By doing so, they can increase the likelihood that the sample will accurately reflect
the population of interest and reduce the impact of volunteer bias on their results. Vol-
unteer bias is a potential threat to the validity and generalizability of research results in
various fields, and researchers should take steps to minimize it in their study design and
recruitment strategies.

• Survivorship bias: This occurs when the sample is biased towards people who have
survived a particular event or process. For example, if a study on the long-term effects
of a particular treatment only includes people who have survived for a certain amount
of time, then it may not represent the entire population of people who received the
treatment [40].

Examples of survivorship bias in different industries include analyzing only successful
businesses in a particular industry to draw conclusions about what factors lead to success,
ignoring those that have failed; analyzing only successful athletes or performers to draw
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conclusions about what training or practices are effective, ignoring those that have dropped
out or not succeeded; and analyzing only successful investments in financial analysis,
ignoring those that have failed. The consequences of survivorship bias can be significant,
leading to incorrect conclusions and poor decision making [41]. Survivorship bias can
impact investment strategies by leading investors to focus only on successful investments
and ignore those that have failed, leading to a skewed understanding of risk and return [42].
Strategies for mitigating the impact of survivorship bias in the financial analysis include
including information on both successful and failed investments in the analysis, using
historical data to inform investment decisions, and analyzing data at a more granular
level [41].

Survivorship bias can impact historical research by leading researchers to focus only
on surviving artifacts, documents, or narratives, ignoring those that have been lost or
destroyed. Strategies for accounting for survivorship bias in historical research include
using multiple sources of data, considering the context in which the data were created,
and acknowledging the limitations of the available data [40]. Strategies for minimizing
the impact of survivorship bias in the innovation process include gathering data on both
successful and failed products, analyzing data across multiple time periods, and incorpo-
rating feedback from a diverse range of stakeholders [41]. Survivorship bias can impact
educational and career choices by leading individuals to focus only on successful paths or
role models, ignoring those that have not succeeded or have dropped out [43]. Details of
minimized survivorship bias are in Table 11.

Table 11. Methods for minimizing survivorship bias.

Method Description

Use complete data Collect and analyze data from all participants, including those
who drop out or are lost to follow-up.

Impute missing data
Estimate missing data values based on patterns in the observed
data, using methods such as mean imputation, regression
imputation, or multiple imputation.

Sensitivity analysis
Assess of the robustness of the results by varying the
assumptions about missing data, such as the degree of missing
or the imputation method used.

Weighted analysis
Assign weights to each observation based on the probability of
being observed, to adjust for differential attrition rates
between groups.

Inverse probability weighting
Assign weights to each observation based on the inverse
probability of being observed, to adjust for differential attrition
rates between groups and the probability of missing.

Propensity score analysis
Use propensity scores to match or stratify participants based on
their likelihood of being observed, to adjust for confounding
factors and selection bias.

Data visualization techniques can be used to identify and address survivorship bias in
large datasets by highlighting the missing data or gaps in the data and providing context
for the available data [40].

Limitations and challenges associated with these techniques include the need for
accurate and representative data, the potential for misinterpretation or oversimplification,
and the limitations of visual representation in conveying complex information. Cultural
and societal factors can impact survivorship bias in different contexts by influencing the
availability and interpretation of data, as well as shaping individual attitudes and beliefs.
Potential strategies for addressing survivorship bias at a broader level include increasing
access to diverse sources of data and perspectives, promoting critical thinking and data
literacy, and addressing systemic biases in data collection and analysis. Best practices for
minimizing the impact of survivorship bias in study design and analysis include using
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multiple sources of data, considering the context and limitations of the available data,
and acknowledging the potential for bias in the analysis [44].

• Time interval bias: Time interval bias arises when the time intervals or durations of
observation or follow-up are systematically different. Time interval bias is a type of
selection bias that can occur in studies where the exposure and outcome occur over
different time intervals. This bias arises when the time intervals used to measure
exposure and outcome are not aligned or are different for different study subjects [45].
Time interval bias can lead to incorrect conclusions about the relationship between
the exposure and outcome, and it is important to consider this potential bias when
designing and interpreting study results. To avoid time interval bias, researchers
should consider aligning the time intervals for measuring exposure and outcome or
adjusting for any differences in the time intervals when analyzing the data [46]. Time
interval bias can affect the validity and generalizability of research findings by leading
to inaccurate or biased results. It is important to minimize time interval bias to ensure
accurate and reliable research findings.

For example, consider a study that aims to examine the relationship between smoking
and lung cancer [45]. Suppose the study measures smoking status at baseline and tracks
participants for 10 years to observe whether they develop lung cancer. However, some
participants may quit smoking during the study period while others may start smoking.
In such cases, the smoking status measured at baseline may not accurately reflect the true
exposure over the entire study period [47]. Details of the methods for these minimizing
approaches are presented in Table 12.

Table 12. Methods for minimizing time interval bias.

Method Description

Prospective study design where outcomes are measured at the same time or at regular
intervals over a specified period.

Matching outcome time intervals Measuring outcomes to ensure that exposure status is
accurately captured during the study period.

Statistical adjustment
Use statistical techniques such as time-dependent covariant
analysis or survival analysis to adjust for changes in
exposure status over time.

Sensitivity analysis
Perform sensitivity analyses to assess the impact of time
interval bias on study results by varying the time intervals
used to measure exposure and outcome.

Stratification

Stratify study participants based on exposure status and
measure the outcome at specific time intervals for each group
to identify any potential differences in the effect of exposure
on the outcome over time.

While all three types of bias can impact the validity of research findings, they differ
in their underlying causes and the ways in which they affect study results. Sampling bias
is caused by non-representative samples, attrition bias is caused by non-random loss of
study participants, and time interval bias is caused by inconsistent timing of outcome
measurement across study participants.

• Berkson’s bias: This occurs when the sample is biased because of the way participants
were selected. For example, if a study on the relationship between two medical con-
ditions only includes people who have been admitted to a hospital, then it may not
represent the general population because hospital patients are likely to have multiple
medical conditions. This is a type of selection bias that can occur in statistical stud-
ies [48]. It occurs when the selection criteria for a study create a non-random sample
that is different from the general population in a way that affects the relationship
between two variables. Specifically, it occurs when the sample includes only individu-
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als who have a particular condition or disease and also have a particular unrelated
attribute or risk factor that is not present in the general population. This can create a
spurious or inflated relationship between the condition or disease and the unrelated
attribute or risk factor [49].

For example, suppose a study is conducted to investigate the relationship between
diabetes and obesity. The study recruits participants from a hospital where patients with di-
abetes are treated. The study excludes individuals without diabetes [50]. However, the hos-
pital also has a policy of admitting only patients who are not obese, because obesity is a risk
factor for many health conditions, including diabetes. In this case, the selection criteria for
the study exclude obese patients without diabetes, who are present in the general popula-
tion [51]. Therefore, the study sample is biased toward non-obese individuals with diabetes.
This can create a spurious or inflated relationship between diabetes and obesity, as the
non-obese individuals in the sample may not be representative of the general population.

Correcting Berkson’s bias for several strategies to ensure participants are representative
of the general population and confounding variables. By implementing these strategies
can minimize Berkson’s bias and enhance the validity and generalizability of results. It
is important to recognize that addressing bias requires careful consideration throughout
the entire research process, from study design to data collection and analysis. To avoid
Berkson’s bias, it is important to select study participants in a way that is representative of
the general population and to account for any confounding variables or risk factors that
may affect the relationship between the variables of interest [52]. Details on the methods of
this approach are presented in Table 13.

• Healthy user bias: This occurs when the sample is biased because of the characteristics
of the participants. For example, if a study on the health effects of a particular
supplement only includes people who take the supplement regularly, then it may not
represent the general population because people who take supplements regularly may
also have other healthy habits. There are various strategies for mitigating healthy user
bias. One approach is to use randomization to assign participants to different groups,
including a control group that does not take the supplement. By randomly assigning
participants, researchers can help ensure that the characteristics of the participants are
balanced across the groups, reducing the impact of healthy user bias.

• Prevalence–incidence bias: Prevalence–incidence bias is a type of bias that can occur
in cross-sectional studies when the prevalence of a disease or condition influences the
measurement of its incidence. Prevalence refers to the proportion of individuals in
a population who have a particular disease or condition at a specific point in time,
while incidence refers to the number of new cases of a disease or condition that occur
over a specific period of time [53]. In cross-sectional studies, both prevalence and
incidence may be measured simultaneously, which can create a bias if the prevalence
of the disease or condition is related to the duration of the disease or condition.

For example, if a disease has a longer duration, individuals with the disease are more
likely to be included in the study at any given point in time, which would result in a higher
prevalence [54]. This would in turn lead to an overestimation of the incidence of the disease
because the denominator (the total population at risk) would be artificially inflated [55].

It is important to use strategies to minimize prevalence–incidence bias when designing
and interpreting cross-sectional studies, as this bias can lead to inaccurate estimates of the
incidence of a disease or condition [54]. If prevalence–incidence bias is not accounted for,
then overestimation or underestimation of the true incidence of the disease or condition
being studied can occur [55]. This can have important implications for public health and
clinical decision making, as inaccurate estimates of incidence can result in miss allocation
of resources. Details of these methods are presented in Table 14.
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Table 13. Methods for minimizing Berkson’s bias.

Method Description

Use a population-based sample

Select a sample of individuals from the general
population, rather than from a specific group, such
as those who are hospitalized or enrolled in a health
program.

Control for confounding factors

Identify and control for other factors that could
influence the relationship between the disease and
the factor of interest. This can be performed through
statistical techniques, such as multivariable
regression analysis.

Use a randomized controlled trial
Randomly assign individuals to a treatment group or
a control group, which can help minimize selection
bias and other types of bias.

Use multiple recruitment sources
Recruit participants from multiple sources to avoid
over-representation of individuals with a specific
disease or condition.

Use clear inclusion and exclusion criteria
Develop clear criteria for inclusion and exclusion in
the study to avoid selecting participants based on
their disease status and other factors.

Table 14. Methods for minimizing prevalence–incidence bias.

Method Description

Defining the study population

Clearly define the study population and excluding individuals
who have a long duration of the disease or condition being
studied. This can help ensure that the denominator used to
calculate incidence is accurate and not artificially inflated.

Identifying the time period

Clearly define the time period over which incidence is being
measured. This can help to avoid including individuals who
have had the disease or condition for a long time, which can
inflate the prevalence and lead to an overestimation
of incidence.

Adjusting for disease duration

Use statistical techniques to adjust for the duration of the
disease or condition when estimating incidence. This can
involve calculating incidence rates over shorter time intervals
or using survival analysis techniques to adjust for the duration
of the disease.

Conducting prospective studies

conducting prospective studies, which measure incidence over
time, can help to minimize prevalence–incidence bias. In these
studies, individuals are followed over time, and new cases of
disease or condition are identified as they occur.

4.2.2. Examples of Selection Bias

Here are some examples of selection bias in AI-related research:

• Bias in facial recognition technology: The training process for facial recognition
algorithms typically involves feeding the system a large dataset of facial images to
learn patterns and features for accurate identification and matching. Facial recognition
technology has been found to have a bias against people with darker skin tones, due
to the way the algorithms were trained [56]. This is because the training data used to
develop the algorithms did not include a diverse enough sample of individuals with
different skin tones. As a result, the technology may not accurately identify or match
individuals with darker skin tones [57].
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• Bias in hiring algorithms: AI-powered hiring algorithms may introduce selection
bias if the data used to train the algorithms contain biases against certain groups of
people [58]. For example, if the data used to train the algorithm contain a dispro-
portionate number of resumes from men candidates, then the algorithm may favor
men candidates over female candidates. Organizations must be aware of the potential
biases. It is possible to mitigate selection bias and create a more inclusive and equitable
hiring process.

• Bias in predictive policing: Predictive policing algorithms use historical crime data to
predict future crime patterns and allocate police resources accordingly [59]. However,
if the historical data contain biases against certain groups of people, the algorithm may
perpetuate or amplify these biases by targeting certain neighborhoods or individuals
more heavily than others [60].

• Bias in chatbot: Chatbot is a program that uses AI to imitate human-like discussions
with users. It understands user inputs, generates relevant responses, and provides
information. Chatbots may exhibit selection bias if they are trained on a biased sample
of conversations [61]. For example, if a chatbot is trained on conversations between
customers and customer service representatives, it may not accurately respond to
non-native English speakers or people with different communication styles [62].

• Bias in healthcare: Healthcare algorithms are used to treat patients may introduce
selection bias if the training data contain biases against groups of patients [63]. For ex-
ample, if the data used to train an algorithm only include data from white patients,
the algorithm may not accurately diagnose or treat patients from other racial or ethnic
backgrounds [64]. This can result in disparities in healthcare outcomes and access for
marginalized communities.

• Inherent Sampling Challenges: Real-world datasets are multidimensional, it is diffi-
cult to eliminate bias in careful sample selection.

• Complicated Source Identification: Selection bias is difficult task that makes the
mitigation process more complicated, particularly when dealing with datasets that
have a large number of variables.

4.2.3. Minimize Selection Bias

Selection bias occurs when the sample used in a study is not representative of the
population it aims to generalize to. This can happen for various reasons, such as a non-
random sampling method, self-selection bias, or missing data. Details are presented in
Table 15.

4.2.4. Limitation

Non-random data selection may introduce bias, which can weaken the external validity
of predictions and affect the model’s capacity to generalize to a variety of populations.

4.3. Confirmation Bias

Confirmation bias is a cognitive bias that occurs when people seek out, interpret, and
remember information in a way that confirms their pre-existing beliefs or hypotheses. It is
a common bias that can affect individuals in a wide range of settings, including scientific
research, politics, and everyday decision making.

Confirmation bias can be problematic because it can lead people to ignore or dismiss
information that contradicts their beliefs, and to selectively seek out information that
confirms their beliefs. This can lead to faulty decision making and can prevent individuals
from considering alternative perspectives or evidence. To overcome confirmation bias,
individuals should be aware of its existence and actively seek out diverse perspectives
and contradictory evidence. Engaging in critical thinking, questioning assumptions, and
being open to changing one’s beliefs in the face of compelling evidence are important
steps in mitigating this bias. It is also beneficial to actively seek feedback and engage in
constructive debates to challenge and expand one’s understanding. Confirmation bias also
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influences everyday decision making. People tend to selectively interpret information in
a way that supports their preconceived notions. They may ignore or downplay evidence
that contradicts their beliefs, leading to biased judgments and decisions. This bias can limit
individuals’ ability to consider alternative viewpoints, leading to flawed reasoning and
missed opportunities for growth and learning.

Table 15. Methods for minimizing selection bias.

Method Description

Use random sampling

Random sampling ensures that every member of
the population has an equal chance of being
selected for the study. This helps to ensure that the
sample is representative of the population.

Use stratified sampling

Stratified sampling involves dividing the
population into subgroups based on relevant
characteristics, such as age, gender, or income level.
Then, participants are randomly selected from each
subgroup in proportion to their size in the
population. This helps to ensure that the sample is
representative of the population with respect to
these important characteristics.

Use appropriate recruitment methods

To avoid self-selection bias need appropriate
recruitment methods. For example, if the study
aims to investigate the prevalence of a certain
disease, researchers should not recruit participants
from a hospital, as this will bias the sample towards
those who are already sick.

Consider missing data

Missing data lead to selection bias. Estimate
missing data or exclude participants with missing
data only after examining whether their exclusion
biases the sample.

Analyze and report sample characteristics

Analyze and report the characteristics of the sample
including demographics and other relevant
information. This helps to understand the
representativeness of the sample and potential
sources of bias.

In summary, confirmation bias is a cognitive bias that influences how individuals
process information. It can impact scientific research, political opinions, and everyday
decision making. Recognizing and addressing this bias is essential for promoting objectivity,
open-mindedness, and informed decision making. A figure of strategies of confirmation
bias is presented in Figure 10.

4.3.1. Measurement of Confirmation Bias

Confirmation bias can be difficult to measure because it involves subconscious cog-
nitive processes that are often difficult to observe directly. However, researchers have
developed several methods to assess confirmation bias [65]. Here are some of the common
ways to measure confirmation bias:

1 Self-Report Measures: Self-report measures are indeed commonly used to assess
confirmation bias. These measures involve asking individuals directly about their
attitudes, beliefs, and decision-making processes related to information processing.
Questionnaires and interviews are two common methods employed to gather these
self-reported data.
Questionnaires typically consist of a series of statements or items that individuals
respond to by indicating their level of agreement or disagreement. These statements
are designed to assess various aspects of confirmation bias, such as the tendency
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to seek information that supports one’s existing beliefs while dismissing or ignor-
ing conflicting evidence. Interviews, on the other hand, involve direct conversations
between researchers and participants. Researchers can ask open-ended questions
to explore individuals’ thought processes, information-seeking behaviors, and their
inclination toward confirming their pre-existing beliefs. Self-report measures pro-
vide valuable insights into individuals’ subjective experiences and perceptions of
confirmation bias [66]. However, it is important to note that self-reported data can be
influenced by social desirability bias, where individuals may provide responses that
align with societal norms or what they believe is expected of them. To address poten-
tial biases in self-report measures, researchers may employ additional techniques to
complement the self-report data. This can include behavioral observations, cognitive
tasks, or physiological measures to provide a more comprehensive assessment of
confirmation bias.

Figure 10. Strategies for avoiding confirmation bias.

2 Cognitive Tasks: Researchers have developed a variety of cognitive tasks to measure
confirmation bias. One common task is the “Wason selection task”, which asks
participants to evaluate a rule by selecting cards that could confirm or dis-confirm it.
The task measures the degree to which people are biased toward selecting information
that confirms their preexisting beliefs [67]. In conclusion, cognitive tasks, including
the Wason selection task, are useful tools for researchers to measure confirmation bias.
They allow for controlled assessment of individuals’ bias in selecting and interpreting
information, providing valuable insights into the cognitive mechanisms underlying
confirmation bias.

3 Implicit Association Test: The Implicit Association Test (IAT) is a popular method
for measuring unconscious biases, including confirmation bias [67]. The IAT mea-
sures the speed with which people categorize words or images as either confirming
or disconfirming their beliefs. In the context of confirmation bias, the IAT can be
used to assess individuals’ automatic associations between belief confirmation and
disconfirmation. It typically involves presenting participants with a series of words or
images related to confirming or disconfirming beliefs. Participants are then required
to categorize these stimuli as quickly as possible into relevant categories.

4 Behavioral Measures: Researchers can also measure confirmation bias through partic-
ipants’ behavior [68]. For example, they may observe whether participants selectively
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seek out and attend to information that confirms their beliefs while ignoring infor-
mation that does not support them. By analyzing participants’ behavioral responses,
researchers can gain insights into the manifestation of confirmation bias in real-world
decision making and information processing. This approach provides direct evidence
of individuals’ biased behaviors and preferences, highlighting the impact of confirma-
tion bias on their interactions with information.

Confirmation bias is a complex cognitive process that is difficult to measure directly.
Combining multiple methods can provide a more comprehensive understanding of confir-
mation bias in different contexts [67].

4.3.2. Strategies to Overcome Confirmation Bias

Several strategies can be used to overcome confirmation bias [68]. Here are some more
details on the strategies to overcome confirmation bias Figure 11:

Figure 11. Strategies to overcome confirmation bias.

a. Self-awareness: Recognize that you have biases and that they can influence your
perception of information. Acknowledge that your beliefs and assumptions may be
based on incomplete or inaccurate information.
For example, we have a strong belief that a particular political party is always right,
and any information that contradicts this belief is automatically dismissed. By being
aware of your own bias, you can recognize when you are automatically dismissing
information that challenges your beliefs.

b. Seek out diverse perspectives: Make an effort to seek out information and views that
challenge your preconceptions. Expose yourself to a variety of opinions and perspectives.
For example, we are researching a topic and find that most of the information we are
finding supports a particular view. By seeking out diverse perspectives, you can find
information that challenges this view and gain a more complete understanding of
the topic.

c. Information sources: Evaluate the source of information and consider whether it is
credible, reliable, and unbiased. Check the author’s credentials, reputation, and po-
tential conflicts of interest.
For example, we come across a blog post that makes a strong argument for a particular
viewpoint. However, upon further investigation, you discover that the author of the
post has a strong bias and a financial stake in promoting that viewpoint. By consid-
ering the source of information, you can recognize when information is biased and
evaluate it accordingly.

d. Evidence evaluation: Evaluate the evidence objectively and consider whether it
supports your preconceptions or not. Look for counter-evidence and consider alter-
native explanations. For example, you are presented with evidence that seems to
support your preconceived beliefs about a particular topic. However, upon closer
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examination, you realize that the evidence is based on flawed assumptions. By evalu-
ating the evidence objectively, you can recognize when evidence is flawed and avoid
being misled.

e. Critical thinking: Ask questions and challenge assumptions to avoid jumping to
conclusions. Use logic and reason to evaluate information.
For example, you come across a news story that seems to support a particular view-
point. However, upon further examination, you realize that the story is based on
incomplete information and makes unwarranted assumptions. By engaging in critical
thinking, you can recognize when information is incomplete or inaccurate and avoid
being misled.

f. Practice empathy: Try to understand the perspectives of others, even if they are
different from your own. Put yourself in their shoes and consider how they arrived at
their beliefs.
For example, you hold strong beliefs about a particular topic and are frustrated by
people who hold different beliefs. By practicing empathy, you can recognize that
people come from different backgrounds and have different experiences that shape
their beliefs.

g. Time management: Avoid making quick judgments and take the time to carefully
consider information. Be patient and gather all the relevant information before making
a decision.
For example, you are presented with information that seems to support a particular
viewpoint, but you are not sure if it is accurate. By taking your time, you can gather
more information, evaluate the evidence, and avoid jumping to conclusions.

h. Seek feedback: Seek feedback from others to gain a different perspective and chal-
lenge your own thinking. Consider the opinions of people who disagree with you
and be open to constructive criticism.
For example, you are working on a project and have developed a particular hypothesis.
By seeking feedback, you can obtain input from others who hold different viewpoints,
challenge your assumptions, and improve the quality of your work.

By applying these strategies, you can become more aware of your own biases and make
more informed decisions based on a more objective evaluation of information. Overcoming
confirmation bias is a continual process that requires ongoing effort and self-reflection.

4.3.3. Limitation

By selecting data that supports preexisting ideas, confirmation bias restricts the inter-
pretation of outcomes and may skew our understanding of observable occurrences.

4.4. Algorithmic Bias

This happens when the algorithm is fundamentally prejudiced. Researchers can assess
the model’s outputs and fine-tune the model. Algorithmic bias refers to the phenomenon
where machine learning algorithms produce inaccurate or unfair outcomes for certain
groups of people, based on their race, gender, age, or other characteristics [36]. This bias
can be unintentional, arising from the algorithm’s reliance on biased or incomplete training
data, or from biased human decision making that influences the data used to train the algo-
rithm. The consequences of algorithmic bias can be significant, perpetuating discrimination,
reinforcing stereotypes, and denying opportunities to marginalized groups [69]. Algorith-
mic bias can manifest in various ways, such as in hiring decisions, loan approvals, criminal
justice decisions, and online advertising. For example, an algorithm used in hiring may be
biased against female candidates if the training data are predominantly male, leading to
lower rates of hiring for qualified female candidates [69]. Similarly, an algorithm used in
criminal justice may be biased against people of color, leading to higher rates of incarcera-
tion and longer sentences for people of color compared to white individuals. Addressing
algorithmic bias requires a combination of technical solutions, such as improving data
quality, algorithmic transparency, and fairness-aware learning, as well as social and ethical
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solutions, such as diversity and inclusion, participatory design, and accountability mecha-
nisms. It is important to recognize that algorithmic bias is a complex and evolving issue
that requires a multidisciplinary and collaborative approach to mitigate effectively [70].

4.4.1. Types of Algorithm Bias

In machine learning models, a wide array of algorithm biases can manifest, each with
its unique characteristics and implications. These biases encompass a diverse range of
factors, including but not limited to data collection processes, feature selection, model
training methodologies, and even the interpretation and application of results. If these
biases are present, they could lead to unfair treatment, discriminatory patterns, or skewed
representations in the model’s predictions, which would make the system less fair, accurate,
and able to generalize. Recognizing and mitigating these algorithm biases is of paramount
importance in ensuring equitable and reliable outcomes in machine learning applications
across various domains. Different types of algorithm bias can occur in machine learning
models. Some of the most common types are presented in Figure 12.

Figure 12. Types of algorithm bias.

1. Sample Bias: This occurs when the training dataset is not representative of the
population being modeled. If the training dataset favors one group of people over
another, the model that is made might not do well with other groups [71].

For example, imagine a machine learning model that predicts whether a loan appli-
cation should be approved or denied. If the training data used to train the model only
includes loan applications from a specific demographic group, such as white males, then
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the model may not be able to accurately predict loan approval for other groups, such
as women or people of color. This is because the model was trained on a sample that
is not representative of the population it is meant to predict. To address sampling bias,
it is essential to ensure that the dataset used to train the model is representative of the
population. This can be performed by using a large sample size and selecting the sample in
an unbiased way. The sample should be selected randomly, and efforts should be made to
ensure that the sample includes individuals from all demographic groups that are relevant
to the problem being solved.

In mathematical terms, sampling bias can be measured using the following equation:

X = E(Y) + E(Z)− E(YZ) (10)

where X is the bias in the estimate, Y is the true value of the variable being estimated,
and Z is any other variable that affects the estimate. If the sample used to train the model is
biased, then the estimate of the variable will be biased. The bias can be measured using the
above equation.

2. Labeling bias: Labeling bias is a type of algorithm bias that occurs when the labels
or categories assigned to the training data are not accurate or representative of the
population being predicted. This can cause the machine learning model to make
incorrect predictions and fail to capture important patterns in the data.

For example, imagine a machine learning model that predicts whether an image
contains a cat or a dog based on the labels assigned to the training data. If the labels are
incorrect and many images of cats are labeled as dogs and vice versa, then the model may
not be able to accurately predict whether a new image contains a cat or a dog. Labeling
bias can also occur when the labels assigned to the training data are subjective or based on
human interpretation, leading to inconsistencies and inaccuracies. To address labeling bias,
it is essential to use techniques such as data cleaning and data augmentation to ensure that
the labels assigned to the training data are accurate and representative of the population
being predicted. In machine learning, bias can be quantified using mathematical equations.
For example, let us say we have a machine learning model that predicts whether a customer
will purchase a certain product based on their browsing history. If the labels assigned to
the training data are inaccurate and many customers who did purchase the product are
labeled as not purchasing the product, then the model may not be able to accurately predict
whether new customers will purchase the product. We can quantify this bias using the
following equation:

Bias = P(Y|X)− P(Y′|X) (11)

where P(Y|X) is the true probability that the customer will purchase the product given their
browsing history, and P(Y′|X) is the probability that the model predicts based on the labels
assigned to the training data. If the bias is positive, then the model is underestimating the
probability of the customer purchasing the product, and if the bias is negative, then the
model is overestimating the probability.

To address labeling bias, we can use techniques such as data cleaning, which involves
identifying and correcting inaccuracies and inconsistencies in the labels assigned to the
training data. We can also use techniques such as data augmentation, which involves
creating additional training data by adding noise, perturbations, or transformations to the
existing data to increase its diversity and accuracy.

3. Model bias: Model bias is a type of algorithm bias that occurs when the assumptions
and constraints of a machine learning model do not accurately represent the real-world
problem being solved. This can cause the model to make incorrect predictions and fail
to capture important patterns in the data.

For example, imagine a machine learning model that predicts the likelihood of a cus-
tomer purchasing a certain product based on their browsing history. If the model assumes
that all customers have the same purchasing behavior, then it may not be able to accurately
predict the purchasing behavior of individual customers who have unique preferences.
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Model bias can also occur when the data used to train the model are not representative
of the population they are meant to predict or when the model is based on outdated
assumptions or information. To dispose of model bias, it is important to use methods
like domain knowledge, feature engineering, and data pre-processing to make sure the
model accurately depicts the problem being solved in the real world. In machine learning,
bias can be quantified using mathematical equations. For example, let us say we have
a machine learning model that predicts the likelihood of a patient developing a certain
disease based on their medical history. If the model assumes that all patients have the
same medical history and risk factors, then it may not be able to accurately predict the
likelihood of individual patients developing the disease. We can quantify this bias using
the following equation:

Bias = f (X)− f ′(X) (12)

where f (X) is the true function that maps the patient’s medical history to their disease risk,
and f ′(X) is the function that the model uses to make predictions based on the assumptions
and constraints of the model. If the bias is positive, then the model is underestimating
the patient’s disease risk, and if the bias is negative, then the model is overestimating the
patient’s disease risk.

To address model bias, we can use techniques such as domain knowledge, which
involves understanding the real-world problem being solved and using that knowledge
to inform the design and implementation of the model. We can also use techniques such
as feature engineering, which involves selecting and transforming the input variables to
the model to improve its predictive power. Finally, we can use techniques such as data
pre-processing, which involves cleaning and transforming the data to ensure that they
accurately represent the real-world problem being solved.

4. Measurement Bias: This occurs when the way that data are collected or measured
is biased. Measurement bias is a type of algorithm bias that occurs when the mea-
surements used to train a machine learning model are inaccurate or biased. This
can happen if the instruments used to collect the data are faulty or if the data collec-
tors have a bias that affects their measurements [72].

For example, imagine a machine learning model that predicts the risk of heart disease
based on certain medical measurements, such as blood pressure and cholesterol levels.
If the blood pressure readings used to train the model are inaccurate because the blood
pressure cuff is faulty or if the person taking the measurements is biased and unconsciously
adjusts the readings, then the model may not be able to accurately predict the risk of
heart disease.

Measurement bias can also occur if the measurements used to train the model are
biased. For example, if the data collectors only collect data from certain groups of people,
such as those with a certain income level or education level, then the model may not be
able to accurately predict outcomes for people outside of that population. To address
measurement bias, it is essential to ensure that the measurements used to train the model
are accurate and unbiased. This can be performed by using high-quality instruments,
training data collectors to be unbiased and follow standard protocols, and using techniques
to identify and correct measurement errors. In machine learning, bias can be quantified
using mathematical equations. For example, let us say we have a machine learning model
that predicts a person’s height based on their weight. If the weight measurements used to
train the model are biased, then the model may not be able to accurately predict height for
people outside of the sample. We can quantify this bias using the following equation:

Bias = E(Weight)− TrueWeight (13)

where E(Weight) is the expected value of the weight measurements used to train the
model, and True Weight is the true weight of the population predicted. If the bias is
positive, then the model will overestimate height, and if the bias is negative, then the model
will underestimate height. To address measurement bias, we can use techniques such
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as calibration or correction methods to adjust the measurements and reduce the bias in
the model.

5. Feedback Loop Bias: This occurs when the output of a machine learning model is
used to inform future decisions, which can create a feedback loop that reinforces any
biases in the data or the model itself [73]. Feedback loop bias is a type of algorithm bias
that occurs when the output of a machine learning model is used to make decisions
that affect the input data used to train the model. This can create a self-reinforcing
loop where the model becomes more biased over time.

For example, imagine a machine learning model used to make hiring decisions. If the
model is trained on data that are biased towards a certain demographic group, such as
white males, then the model may be more likely to select candidates from that group,
leading to a more biased training dataset. This can create a feedback loop where the model
becomes even more biased over time. Feedback loop bias can also occur in social media
algorithms, where the content shown to users is based on their previous interactions with
the platform. If the algorithm is biased towards certain types of content or certain groups
of people, then users may be more likely to engage with that content, leading to a more
biased algorithm.

To address feedback loop bias, it is essential to monitor the output of the model and
ensure that it is not creating a self-reinforcing loop. This can be performed by regularly au-
diting the training dataset and the output of the model and making adjustments as needed.
In machine learning, bias can be quantified using mathematical equations. For example, let
us say we have a machine learning model that predicts whether a customer is likely to churn
based on their purchase history. If the model is biased towards certain types of customers,
such as those with higher income levels, then the model may be more likely to predict that
those customers will not churn. We can quantify this bias using the following equation:

Bias = P(Y|A)− P(Y|notA) (14)

where Y is the outcome being predicted (in this case, churn), A is the attribute that is biased
(in this case, income level), and P(Y|A) is the probability of the outcome given the attribute.
If the bias is positive, then the model is more likely to predict that customers with that
attribute will not churn, and if the bias is negative, then the model is more likely to predict
that customers with that attribute will churn.

To address feedback loop bias, we can use techniques such as counterfactual analysis,
where we simulate what would happen if we made different decisions based on the output
of the model. This can help us identify and address any biases in the model and prevent a
self-reinforcing loop from forming.

6. Confirmation Bias: Confirmation bias is a cognitive bias that refers to the tendency of
people to search for, interpret, and remember information in a way that confirms their
preexisting beliefs, while ignoring or downplaying information that contradicts those
beliefs. In other words, people tend to seek out information that confirms their beliefs
and ignore information that challenges them.

An example of confirmation bias is when someone who believes that all politicians are
corrupt only pays attention to news stories that confirm this belief while ignoring news
stories that report on politicians who are honest and ethical. This person’s preexisting
belief leads them to selectively attend to information that confirms it while disregarding
information that challenges it. The mathematical equation for confirmation bias is:

P(E|H) > P(E|H) (15)

where P(E|H) is the probability of observing evidence E given that hypothesis H is true,
and P(E|H) is the probability of observing evidence E given that hypothesis H is false.
In simpler terms, this equation means that people are more likely to believe information
that confirms their beliefs (H) than information that contradicts them (H).
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Confirmation bias can be a pervasive and powerful force in decision making and can
lead to errors in judgment and irrational thinking. It is important to be aware of this bias
and strive to overcome it by actively seeking out information that challenges our beliefs and
being open to changing our minds when presented with evidence that contradicts them.

7. Overfitting Bias: Overfitting bias is a type of algorithm bias that occurs when a ma-
chine learning model becomes too complex and captures noise or random fluctuations
in the training data, rather than the underlying pattern. This can cause the model to
perform well on the training data but poorly on new data.

For example, imagine a machine learning model that predicts the price of a house
based on certain features, such as the number of bedrooms and bathrooms. If the model
becomes too complex and tries to fit the noise in the training data, such as the specific
values of the features for each house in the dataset, then it may not be able to accurately
predict the price of new houses outside of the dataset.

Overfitting bias can also occur when a model is trained on a small dataset, as the model
may become too specific to the training data and not generalize well to new data. To address
overfitting bias, it is essential to use techniques such as regularization or cross-validation
to prevent the model from becoming too complex and overfitting the training data. In
machine learning, bias can be quantified using mathematical equations. For example, let us
say we have a machine learning model that predicts whether a patient has a certain disease
based on their medical history. If the model becomes too complex and overfits the training
data, then it may be more likely to make incorrect predictions about new patients. We can
quantify this bias using the following equation:

Bias = E( f (X))− f (X) (16)

where f (X) is the true function that maps the patient’s medical history to their disease
status, and E(f (X)) is the expected value of the function based on the training data. If the
bias is positive, then the model will overestimate the probability of the patient having the
disease, and if the bias is negative, then the model will underestimate the probability.

To fix overfitting bias, we can use methods like regularization, which makes the model
less complex and more likely to fit the real pattern in the data instead of the noise. We
can also use cross-validation, which involves dividing the data into multiple subsets and
training the model on different combinations of the subsets to ensure that it generalizes
well to new data.

8. Underfitting Bias: Underfitting bias is a type of algorithm bias that occurs when a
machine learning model is too simple and does not capture the underlying pattern
in the training data. This can cause the model to perform poorly on both the training
data and new data.

For example, imagine a machine learning model that predicts the price of a house
based on certain features, such as the number of bedrooms and bathrooms. If the model is
too simple and only considers one feature, such as the number of bedrooms, then it may
not be able to accurately predict the price of the house based on all relevant features.

Underfitting bias can also occur when the dataset is too small or when the model is not
powerful enough to capture the underlying pattern in the data. To address underfitting bias,
it is essential to use techniques such as increasing the complexity of the model or adding
more features to capture the underlying pattern in the data. In machine learning, bias can
be quantified using mathematical equations. For example, let us say we have a machine
learning model that predicts whether a customer will purchase a certain product based
on their browsing history. If the model is too simple and does not capture the underlying
pattern in the data, then it may not be able to accurately predict the customer’s purchasing
behavior. We can quantify this bias using the following equation:

Bias = f (X)− E(y|X) (17)

where f (X) is the function that the model uses to predict the customer’s purchasing behavior
based on their browsing history, E(y|X) is the expected value of the customer’s purchasing
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behavior based on the training data, and y is the actual purchasing behavior. If the bias
is positive, then the model underestimates the probability of the customer purchasing the
product, and if the bias is negative, then the model overestimates the probability.

To address underfitting bias, we can use techniques such as increasing the complexity
of the model, adding more features to capture the underlying pattern in the data, or using a
more powerful model such as a neural network. We can also use techniques such as boosting
or bagging, which involve combining multiple models to improve their predictive power.
It is important to recognize these different types of bias and take steps to mitigate them
to ensure that machine learning models are fair and unbiased. This includes careful
consideration of the training data, the labeling process, the choice of algorithm, and the
evaluation metrics used to measure performance.

4.4.2. Causes of Algorithm Bias

a. Biased training data: Machine learning algorithms rely on large datasets to learn
patterns and make predictions [36]. If the training data are biased or unrepresentative
of the real-world population, the algorithm may learn and reproduce those biases in
its outputs.

b. Biased algorithm design: The way algorithms are designed can also introduce bias,
such as using features that are highly correlated with protected characteristics (e.g., race,
gender, age) or weighting certain features more heavily than others. Biases can also
arise from the choice of performance metrics used to evaluate the algorithm [70].

c. Biased human decision making: Human decision making can also contribute to
algorithmic bias, such as in the selection and labeling of training data, the choice of
features and performance metrics, and the decision to deploy the algorithm in certain
contexts. Biases can also arise from human cognitive biases, such as confirmation bias,
anchoring bias, and group [36].

d. Lack of diversity and inclusion: The lack of diversity and inclusion in the technology
industry can also contribute to algorithmic bias, such as in the composition of devel-
opment teams, the selection of training data, and the deployment of the algorithm in
different contexts.

Overall, algorithmic bias is a complex and multifaceted issue that requires a systemic
and interdisciplinary approach to address effectively.

4.4.3. Mitigate of Algorithm Bias

Mitigating algorithm bias is crucial to ensure fairness and prevent discrimination in
machine learning systems. Algorithm bias can be prevented or mitigated through a range
of strategies, in Table 16.

Overall, preventing and mitigating algorithm bias requires a combination of technical
and social strategies that prioritize fairness, transparency, and diversity. By taking a proac-
tive approach to addressing algorithm bias, we can help to ensure that algorithms are not
perpetuating social inequalities or discriminating against certain groups or individuals.

4.4.4. Limitation

Algorithms with inherent biases may provide biased results, particularly if the model
encodes sensitive information.

4.5. Adversarial Training

Incorporate adversarial training into the model training process. This involves training
the model on adversarial examples that are specifically designed to expose the model’s
biases towards certain classes. Adversarial training is a technique used in machine learning
to improve the robustness and generalization of models by introducing adversarial exam-
ples during training. Adversarial examples are input data that are intentionally designed to
mislead the model and cause it to make incorrect predictions. By training models on both
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clean and adversarial examples, models can become more resistant to attacks and better
able to generalize to new, unseen data. These are shown in Figure 13.

Table 16. Mitigation of algorithm bias.

Method Description

Improving the quality and diversity of
training data

One of the main causes of algorithm bias is
flawed training data. By ensuring that the data
used to train algorithms are representative of
the real-world population and include diverse
perspectives, biases can be minimized.

Using transparent and explainable algorithms

Algorithms that are transparent and
explainable can help to identify and address
bias more effectively. By providing clear
insights into how the algorithm arrived at its
results, it is easier to understand and address
any biases that may be present.

Implementing regular audits and testing

Regular audits and testing can help to identify
any biases in algorithms and ensure that they
are producing fair and accurate results. This
can involve analyzing the impact of the
algorithm on different demographic groups
and making adjustments as necessary.

Involving diverse stakeholders in the
development process

Involving a diverse range of stakeholders in
the development process, including those from
under-represented groups, can help to identify
and address potential biases before the
algorithm is deployed.

Providing ongoing training and education

Providing ongoing training and education to
those involved in the development and
deployment of algorithms can help to raise
awareness of algorithm bias and provide the
skills and knowledge needed to prevent and
mitigate it.

Figure 13. Adversarial training on NN.

Suppose we have a neural network with parameters θ that we want to train to classify
input data x into classes y. The network’s output is denoted as fθ(x), which is a probability
distribution over the classes. An adversarial example xadv is generated by solving the
following optimization problem as an Equation (18)

maximizeδL( fθ(x + δ), y) (18)
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where L is a loss function that measures the distance between the predicted probability
distribution and the true label y. The perturbation δ is typically constrained to have a small
Lp norm, such as L∞, to ensure that it is imperceptible to humans [74]. During adversarial
training, the network is trained on both the original data and the adversarial examples by
minimizing the following loss function. Adversarial training loss function as Equation (19):

L(θ) = 1
n

n

∑
i=1

L( fθ(xi), yi) + λ
1
n

n

∑
i=1

L( fθ(xi + δi), yi) (19)

where the first term is the standard cross-entropy loss on the original data, and the second
term is the adversarial loss on the perturbed data. The hyperparameter λ controls the trade-
off between the two terms. The perturbations δi are generated for each training example
xi using an optimization algorithm, such as the projected gradient descent algorithm.
A projected gradient descent algorithm for generating perturbations is represented in
Equation (20):

δi = clipϵ(δi + αsign(∇δi L( fθ(xi + δi), yi))) (20)

where ϵ is the maximum Lp norm of the perturbation, α is the step size of the optimization
algorithm, and clipϵ is a function that clips the perturbation to ensure that it stays within
the Lp norm constraint. By training on both the original data and the adversarial examples,
the network learns to recognize the small perturbations added to the data and becomes
more robust to adversarial attacks. This can improve the accuracy and security of the
network in real-world applications. Here is how adversarial training can be used to remove
biases from a dataset:

1. Generate adversarial: Use an algorithm, such as the Fast Gradient Sign Method
(FGSM) or Projected Gradient Descent (PGD) to generate adversarial examples from
the original dataset. Adversarial examples are created by making small perturbations
to the original data points in a way that maximizes the model’s prediction error.

2. Fast Gradient Sign Method: The Fast Gradient Sign Method (FGSM) is a simple
gradient-based algorithm for generating adversarial examples. Given an input data
point x and a neural network classifier with loss function J(θ, x, y) where θ are the
model’s parameters, y is the ground truth label, and J measures the difference between
the predicted and ground truth labels; FGSM generates an adversarial example by
adding a small perturbation δ to the input data point that maximizes the loss function.
The perturbation δ is computed as Equation (21):

δ = ϵ · sign(∇x J(θ, x, y)) (21)

where ϵ is a small positive constant that controls the magnitude of the perturbation,
and ∇x J(θ, x, y) is the gradient of the loss function with respect to the input data point
x evaluated at the current model parameters θ and ground truth label y. The sign
function ensures that the perturbation is added in the direction that increases the loss
function, leading to misclassification.
The perturbed data point x̃ is then given by (22):

x̃ = x + δ (22)

This new data point is then passed through the neural network, resulting in the
misclassification of the input point. FGSM is fast and easy to implement, but may
not always generate robust adversarial examples that are resistant to other perturba-
tion techniques.

3. Projected Gradient Descent (PGD): This is an iterative algorithm for generating
adversarial examples that build on the FGSM approach. Given an input data point x,
a neural network classifier with loss function J(θ, x, y), and a maximum perturbation
size ϵ; PGD generates an adversarial example by iteratively applying the FGSM
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method with a small step size α until convergence or until the maximum number
of iterations T is reached. At each iteration t, the perturbed data point is projected
onto the ϵ-ball centered at x, ensuring that the perturbation size does not exceed the
specified limit.
The iterative update rule for PGD is given by Equation (23):

xt+1 = Clipϵ(xt + α · sign(∇xt J(θ, xt, y))) (23)

where Clipϵ is the function that projects the perturbed data point onto the ϵ-ball
centered at x, and t is the iteration number. The perturbation δ is given by the
difference between the original data point and the perturbed data point at convergence
Equation (24):

δ = xT − x (24)

The perturbed data point x̃ is then given by Equation (25):

x̃ = x + δ (25)

PGD can be seen as a stronger attack than FGSM because it iteratively refines the
perturbation to find an adversarial example that is more effective in fooling the
classifier. However, PGD requires more computational resources and may take longer
to converge than FGSM.

4. CW attack: The Carlini–Wagner (CW) attack is an optimization-based approach to
generating adversarial examples. Here are the mathematical details:
Let x be the original input, f (x; θ) be the output of the target classifier with parameters
θ, and y be the true label of x. The goal of the CW attack is to find a perturbed input
x̃ that maximizes the loss function L( f (x̃; θ), y). The optimization problem can be
formulated as Equation (26):

minimize ∥δ∥p + c · L( f (x̃; θ), y) (26)

subject to Equation (27)
x̃ ∈ [0, 1]d (27)

where δ is the perturbation, c is a hyperparameter that controls the trade-off between
the perturbation size and the loss, and p is the Lp norm used for measuring the size of
the perturbation.
To solve the optimization problem, Carlini and Wagner proposed a differentiable
surrogate loss function that upper bounds the true loss function. They also introduced
a change of variables that maps the perturbation δ to the unconstrained space of a
real vector w such that δ = 1

2 (tanh(w) + 1)− x. The optimization problem becomes
Equation (28):

minimize L( f
(

2tanh
(

w + r
2

)
+ 1

)
, y) + λ∥w∥2 (28)

where λ is a regularization parameter.
The optimization problem is solved using an iterative algorithm that alternates be-
tween updating w using gradient descent and projecting w onto the feasible set.
The projection step enforces the constraints on the perturbation size and the valid
input range. CW attack is a very powerful and effective attack method that can often
evade state-of-the-art defense mechanisms. However, it is also more computationally
expensive and difficult to implement compared to other attack methods.

5. DeepFool algorithm: The DeepFool algorithm is an iterative algorithm for generating
adversarial examples. It works by finding the closest decision boundary to the input
data point and then iteratively moving the data point toward that decision boundary
until it is misclassified. Here are the mathematical details of the DeepFool algorithm:
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Given an input data point x and a classifier f , the goal of DeepFool is to find a small
perturbation δ such that x + δ is misclassified by the classifier f . The algorithm starts
by initializing the perturbation δ to zero and then iteratively updates it using the
following Equation (29):

δk+1 = −∥∇ f (x(k))∥2

∥∇ f (x(k))∥2
2

f (x(k))∇ f (x(k)) + δ(k) (29)

where x(k) = x + δ(k) is the input data point at iteration k and ∇ f (x(k)) is the gradient
of the classifier f with respect to the input x(k). The perturbation δ is updated by
taking a step towards the decision boundary of the classifier f with the smallest
distance to the current input data point x(k). The algorithm continues iterating until
the input data point is misclassified by the classifier, i.e., f (x + δ) ̸= f (x). The final
adversarial example is given by x∗ = x + δ(K), where K is the number of iterations
taken to find the adversarial example. The optimization problem for the DeepFool
attack can be written as Equation (30):

min
δ

∥δ∥2 subject to f (x + δ) ̸= f (x) (30)

where ||δ||2 is the L2 norm of the perturbation δ.
6. JSMA: Jacobian-based Saliency Map Attack (JSMA) is a gradient-based adversarial

attack method that perturbs the input data by identifying and modifying the most
salient features of the data. The key idea behind the JSMA attack is to find the
minimal set of features in the input that needs to be modified in order to change the
classification output of the model. This is achieved by computing the Jacobian matrix
of the model’s output with respect to the input and selecting the input features that
have the highest influence on the output. The JSMA attack is performed in two steps:

a. Compute the saliency map: The saliency map is a matrix that represents
the sensitivity of the model’s output to changes in each input feature. It is
computed by taking the absolute value of the Jacobian matrix and multiplying
it element-wise with the sign of the difference between the model’s predicted
class and the target class.

b. Perturb the input: The input is then perturbed by modifying the most salient
features identified in the saliency map until the model’s prediction changes to
the target class.

The optimization problem for the JSMA attack can be written as Equation (31):

min
δ

∥δ∥1 subject to f (x + δ) = ytarget (31)

where δ is the perturbation vector, f is the model’s classification function, x is the
original input data, and ytarget is the target class label. The JSMA algorithm can be
summarized as follows:

(a) Compute the saliency map: S(x, ytarget) = max 0,∇x f (x) · [1(i ̸= t)], where t
is the true label of the input data.

(b) Find the most salient features: Sort the features in the saliency map in de-
scending order of importance.

(c) Perturb the input: Modify the input data by adding a perturbation vector
that maximally changes the model’s prediction to the target class label while
keeping the perturbation vector sparse. perturbation vector sparse.

(d) Repeat steps 1–3 until the model’s prediction changes to the target class label.

The JSMA attack is effective in generating small perturbations that are hard to detect,
but it can be computationally expensive as it requires multiple iterations to find the
most salient features and perturb the input data.
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Short details are given in Table 17.

Table 17. Table of adversarial algorithms.

Algorithm Type Description Strengths Weaknesses Example

FGSM Gradient-
based

Computes the gradient
of the loss function with
respect to the input data
and perturbs the data in
the direction of the
gradient.

Simple and fast; can
generate effective
adversarial examples.

May not generate
robust adversarial
examples that are
resistant to other
perturbation
techniques.

Changing the label
of an image from
“dog” to “cat” by
adding a small
amount of noise.

PGD Gradient-
based

An iterative version of
FGSM that applies small
perturbations to the
input data and projects
the perturbed point onto
a valid region of the
input space.

Can generate more
robust adversarial
examples than FGSM;
can be used to create
multiple adversarial
examples with varying
degrees of distortion.

More
computationally
expensive than
FGSM.

Generating an
adversarial example
that is misclassified
as a stop sign
instead of a yield
sign.

CW
attack

Optimization-
based

Minimizes a custom loss
function that encourages
the perturbed input data
point to be classified as
the target label while
minimizing the amount
of perturbation.

Can generate adversarial
examples that are
difficult for a range of
models to classify
correctly; can generate
adversarial examples
with minimal
perturbation.

Computationally
expensive; may not
always generate
effective adversarial
examples.

Generating an
adversarial example
that is misclassified
as a “panda”
instead of a
“gibbon”.

DeepFool Optimization-
based

Iteratively finds the
closest decision
boundary to the input
data point and perturbs
the point in the direction
of the boundary.

Can generate small
perturbations that cause
a misclassification; can
generate adversarial
examples that are
difficult for the model to
detect.

May not generate
robust adversarial
examples that are
resistant to other
perturbation
techniques.

Changing the label
of an image from
“car” to “truck” by
adding a small
amount of noise.

JSMA Gradient-
based

Identifies the most
important features of the
input data point and
perturbs them in a way
that maximizes the
model’s prediction error.

Can generate adversarial
examples that are
difficult for the model to
classify correctly while
minimizing the overall
amount of perturbation.

May not generate
robust adversarial
examples that are
resistant to other
perturbation
techniques.

Changing the label
of an image from
“bird” to “airplane”
by perturbing the
wings and beak of
the bird.

• Add adversarial examples to the training set: Add the generated adversarial examples
to the original training set. This creates a new, larger dataset that includes both the
original examples and the adversarial examples.

• Train the model on the combined dataset: Train the model on the new, combined
dataset that includes both the original examples and the adversarial examples. This
helps the model learn to be more robust to bias and better generalize to unseen examples.

• Evaluate the model on the original test set: After training the model on the combined
dataset, evaluate its performance on the original test set. This will give you an idea of
how well the model generalizes to new, unseen examples.

• Repeat the process: If necessary, repeat the process of generating new adversarial
examples and adding them to the training set and retrain the model until you are
satisfied with its performance.

In summary, adversarial training can be a powerful tool for removing biases from a
dataset. By training the model on adversarial examples, the model can learn to be more
robust to bias and better generalize to new, unseen examples.
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4.5.1. Benefits and Drawbacks of Adversarial Training

The potential benefits of adversarial training include improved model robustness and
generalization, which can increase model performance in real-world scenarios and reduce
the risk of attacks. However, adversarial training can also increase the computational and
storage requirements for training, as well as the complexity of the models themselves.
Additionally, there are debates on whether adversarial training alone is sufficient to achieve
robustness or if additional techniques are necessary. Finally, ethical considerations also
arise with adversarial training, as the technique can be used for malicious purposes such as
developing attacks on other machine learning models, or for surveillance and discrimination.

4.5.2. Common Techniques for Defending against Adversarial Attacks

Some common techniques for defending against adversarial attacks include adver-
sarial training, input pre-processing, defensive distillation, and detection and rejection.
Adversarial training involves training models on both clean and adversarial examples to
improve robustness. Input pre-processing techniques involve modifying the input data
to remove adversarial perturbations or increase their detectability. Defensive distillation
involves training a model to generate probabilities instead of hard predictions, which
can make it more resistant to adversarial examples. Detection and rejection techniques
involve detecting adversarial examples during inference and rejecting them before making
a prediction.

4.5.3. Purposes of Use Adversarial Attacks

Adversarial attacks can be used for malicious purposes such as developing attacks
on other machine learning models, or for surveillance and discrimination. For example,
an attacker could generate adversarial examples to deceive a machine learning model
used in autonomous vehicles, causing them to misinterpret traffic signals and lead to
accidents. Adversarial attacks can also be used to bypass security systems, such as facial
recognition or voice authentication, allowing unauthorized access to secure information.
Additionally, adversarial attacks can be used for social engineering, where attackers can
generate misleading content that appears legitimate to users, leading to malicious actions
or the spread of false information.

4.5.4. Limitation

Overemphasis on certain hostile situations may result in overfitting, which may affect
the algorithm’s generalization. Additionally, biased adversarial examples and adversarial
assaults may not cover all feasible circumstances.

4.6. Fairness Constraints

It is use explainable AI methods to reduce algorithmic bias. Some common fairness
metrics are given here:

1. Demographic parity: This calls for the model to produce the same results for all
groups, independent of their delicate characteristics. This can be mathematically
stated as Equation (32):

P(Y = 1|A = a) = P(Y = 1) (32)

where Y is the result of the model and A is the sensitive attribute.
2. Equalized odds: This calls for the model to offer comparable rates of true posi-

tives and false positives for each category. Mathematically, this can be expressed as
Equation (33):

P(Y = 1|A = a, Ŷ = y) = P(Y = 1|Ŷ = y) (33)

where y is the actual output and ŷ is the predicted output.
3. Conditional independence: This demands that, given the other inputs, the model’s

output be independent of the sensitive attribute. This can be stated mathematically as
Equation (34):

P(Y|A, X) = P(Y|X) (34)
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where X is the collection of non-sensitive inputs. These fairness measures can be used
to generate fairness constraints that are built into the model’s training procedure.

4.6.1. Importance of Fairness Constraints

Fairness constraints are important because they help to ensure that decision-making
processes and algorithms are unbiased and equitable for all individuals, regardless of their
background or characteristics such as race, gender, age, or socioeconomic status. In many
cases, machine learning and AI systems are trained on historical data that may contain
biases and discriminatory patterns, which can result in unfair outcomes for certain groups.

By incorporating fairness constraints into these systems, researchers and developers
can work to mitigate these biases and ensure that their algorithms are making decisions
that are both accurate and fair. This is particularly important in areas such as hiring,
lending, and criminal justice, where biased algorithms can have significant and far-reaching
consequences for individuals and communities.

In addition to promoting fairness and equity, incorporating fairness constraints into
machine learning algorithms can also help to increase trust and transparency in these
systems. By making it clear how decisions are being made and how fairness is being
ensured, developers can help to build public trust and confidence in AI and machine
learning, which is critical for the broader adoption and use of these technologies.

4.6.2. Fairness Constraints Incorporated into Machine Learning Algorithms

Fairness constraints can be incorporated into machine learning algorithms in several
ways. One approach is to modify the objective function of the algorithm to explicitly
account for fairness criteria. Another approach is to use pre-processing or post-processing
techniques to adjust the data or the outputs of the algorithm to ensure fairness. Here is
an example case scenario to illustrate how fairness constraints can be incorporated into a
machine learning algorithm:

Suppose a company wants to use a machine learning algorithm to screen job applicants
based on their resumes. The company has historical data on previous job applicants and
whether they were hired or not. However, the company is concerned that the algorithm
may discriminate against certain groups, such as women or people of color, who may
have historically been under-represented in the company’s workforce. To ensure fairness,
the company decides to incorporate fairness constraints into the algorithm.

One approach to incorporating fairness constraints is to modify the objective function
of the algorithm. In this case, the company might specify a fairness criterion, such as
demographic parity, which requires that the algorithm selects candidates at the same rate
across different demographic groups. To achieve this, the company could add a penalty
term to the objective function that discourages the algorithm from selecting candidates
from over-represented groups.

Another approach is to use pre-processing techniques to adjust the data before it is fed
into the algorithm. For example, the company could remove any features from the resumes
that are correlated with demographic factors, such as names or addresses. This can help to
reduce the risk of the algorithm making biased decisions based on these factors.

Finally, the company could use post-processing techniques to adjust the outputs of the
algorithm to ensure fairness. For example, the company could use reweighing, a technique
that adjusts the weights of the examples in the training data to ensure that the algorithm
is trained on a balanced dataset. Alternatively, the company could use a technique called
equalized odds, which ensures that the algorithm achieves similar levels of accuracy across
different demographic groups.

By incorporating fairness constraints into the algorithm, the company can help to
ensure that it is making fair and unbiased decisions when screening job applicants. This
can help to increase the diversity and inclusively of the company’s workforce, while also
reducing the risk of legal or reputation damage from discriminatory practices.
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4.6.3. Future Evolution and Research Directions for Fairness Constraints

The field of fairness constraints is rapidly evolving, and there are several potential
future directions and research directions for this area. Some of these include:

a. Intersectional Fairness: This involves considering multiple dimensions of identity,
such as race and gender when evaluating fairness. This approach recognizes that
individuals may experience discrimination or bias due to the intersection of multiple
factors, rather than a single factor alone.

b. Fairness in Contextual Decision Making: Contextual decision making refers to
decisions that are made in specific contexts or situations. Fairness constraints can be
difficult to apply in these contexts, as they may require a nuanced understanding of
the factors that influence decision making.

c. Fairness in Deep Learning: Deep learning algorithms are becoming increasingly
popular, but they can be challenging to ensure fairness. Researchers are exploring
ways to develop fairness constraints that can be applied to deep learning algorithms.

d. Fairness in Reinforcement Learning: Reinforcement learning involves learning through
trial and error, and fairness constraints can be difficult to apply in this context. Re-
searchers are exploring ways to develop fairness constraints that can be applied to
reinforcement learning algorithms.

e. Fairness in Privacy-Preserving Machine Learning: Privacy-preserving machine
learning involves using cryptographic techniques to ensure that data remains private
while being used to train machine learning algorithms. Researchers are exploring
ways to develop fairness constraints that can be applied in the context of privacy-
preserving machine learning.

f. Fairness in Human–AI Collaboration: As AI systems become more integrated into
our daily lives, it is important to ensure that they are fair and equitable. Researchers
are exploring ways to develop fairness constraints that can be applied in the context
of human–AI collaboration.

Overall, the future of fairness constraints is likely to involve a continued focus on
developing more sophisticated algorithms that can balance fairness and accuracy, as well
as a greater emphasis on considering the intersection of multiple dimensions of identity
when evaluating fairness.

4.6.4. Common Type of Fairness Constraints

There are several common types of fairness constraints that can be used in machine
learning and artificial intelligence systems. These constraints are designed to ensure that
the decision-making process is fair and unbiased, regardless of a person’s race, gender, age,
or other characteristics. Here are some of the most common types of fairness constraints,
along with a description of how they differ from one another:

1. Demographic parity: This type of fairness constraint requires that the algorithm
produces similar outcomes for different demographic groups. For example, if the
algorithm is being used to make lending decisions, demographic parity would require
that people from different races or genders are approved for loans at the same rate.
Demographic parity does not take into account any differences in the underlying
characteristics or risk factors of the different groups.

2. Equal opportunity: This type of fairness constraint ensures that the algorithm pro-
vides equal opportunity to people from different demographic groups. This means
that all qualified individuals should have an equal chance of being selected or chosen,
regardless of their demographic group. For example, if the algorithm is being used to
screen job applicants, the equal opportunity would require that people from different
races or genders are selected for interviews at the same rate, provided that they meet
the qualifications for the job.

3. lEqualized odds: This type of fairness constraint ensures that the algorithm achieves
similar levels of accuracy across different demographic groups. This means that the
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algorithm should produce similar rates of true positives, false positives, true negatives,
and false negatives for different groups. For example, if the algorithm is being used
to diagnose a medical condition, equalized odds would require that the algorithm
achieves similar rates of correct diagnoses for people from different races or genders.

4. Individual fairness: This type of fairness constraint ensures that the algorithm treats
similar individuals in a similar way, regardless of their demographic group. This
means that the algorithm should produce similar outcomes for people who have
similar characteristics or risk factors, regardless of their race, gender, or other char-
acteristics. For example, if the algorithm is being used to determine credit scores,
individual fairness would require that people with similar credit histories receive
similar scores, regardless of their race or gender.

These are just a few examples of the types of fairness constraints that can be used in
machine learning and artificial intelligence systems. The choice of which fairness constraint
to use will depend on the specific use case and the desired outcome. It is important to
carefully consider the strengths and weaknesses of each type of fairness constraint and to
choose the one that is most appropriate for the situation.

4.6.5. Evaluate and Measure Fairness

Fairness constraints are implemented in machine learning algorithms to ensure that
decisions made by the algorithm are fair and equitable across different groups of individuals.
To evaluate the effectiveness of fairness constraints, we can use several metrics, including:

a. Statistical Parity: Statistical parity refers to the proportion of individuals from differ-
ent groups who receive a positive outcome (e.g., job offer, loan approval) from the
algorithm. If the proportion of individuals receiving positive outcomes is the same
across all groups, then algorithm is considered fair in terms of statistical parity.

b. Equal Opportunity: Equal opportunity refers to the proportion of individuals from
different groups who are qualified for a positive outcome (e.g., meet job qualifications,
have good credit score) and receive it from the algorithm. If the proportion of qualified
individuals receiving positive outcomes is the same across all groups, the algorithm is
considered fair in terms of equal opportunity.

c. Predictive Parity: Predictive parity refers to the accuracy of the algorithm in predicting
outcomes for different groups of individuals. If the accuracy is the same across all
groups, the algorithm is considered fair in terms of predictive parity.

d. Group Fairness: Group fairness refers to the fairness of the algorithm for each group
of individuals. If the algorithm is fair for each group of individuals, it is considered
fair in terms of group fairness.

4.6.6. Real-World Applications and Impact of Fairness Constraints

Fairness constraints are being used in a wide range of real-world applications, including:

1. Hiring: Fairness constraints are being used to ensure that hiring algorithms do not dis-
criminate against individuals on the basis of race, gender, or other protected characteristics.

2. Credit scoring: Fairness constraints are being used to ensure that credit scoring algo-
rithms do not discriminate against individuals on the basis of race, gender, or other
protected characteristics.

3. Criminal justice: Fairness constraints are being used to ensure that algorithms used
in the criminal justice system do not discriminate against individuals.

4.6.7. Limitation

Imposing fairness requirements might compromise other performance measures,
and it can be difficult to find a universally fair constraint without carefully taking contextual
subtlety into account.
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4.7. Data Label Bias

This happens when the data used to build the model has biased or inaccurate labels.
Researchers can use a variety of labels, assess the uniformity of the labels, or use unsuper-
vised learning to do away with the need for labeled data to reduce data label bias. Reducing
or minimizing the effects of a specific issue or risk is referred to as mitigation [5]. Mitigation
tactics are methods or techniques used to lessen the likelihood of bias in machine learning
(ML) models. When the training data used in ML models are not diverse or representative
of the community being studied, or when the algorithm itself is biased, bias can develop in
the model [75]. It can have unfavorable or discriminatory effects, which can be problematic
in many different sectors. This section covers precision, recall, F1 score, and accuracy [76].

Data label bias refers to a situation in which the labels or annotations applied to data
for machine learning or other analytical purposes are biased or inaccurate. The labels can
be biased due to various reasons such as human error, insufficient training data, or the
subjective nature of the labeling process. In machine learning, labeled data are crucial
for training models to make accurate predictions. If the labels are biased or inaccurate,
then machine learning models can learn incorrect patterns or make incorrect predictions.
This can lead to flawed decision making and have significant consequences, especially in
sensitive applications such as healthcare, finance, or criminal justice.

For example, imagine a dataset used to train a machine learning model to identify
credit card fraud. If the data used to label the transactions are biased towards certain groups
or regions, the model may not accurately detect fraud in those regions or groups. Similarly,
in medical applications, if the labeled data are biased towards certain demographics or
medical conditions, the machine learning model may not accurately predict or diagnose
diseases in other demographics or medical conditions.

To mitigate data label bias, it is important to carefully review and validate the labeled
data before using it to train machine learning algorithms. This may involve multiple
rounds of review and refinement, as well as the use of multiple annotators to ensure a
diversity of perspectives. Additionally, it may be necessary to use techniques such as data
augmentation or active learning to supplement the labeled data and reduce the impact of
any biases present in the data.

It is essential to note that data label bias is not intentional or deliberate in most cases.
It can occur due to implicit biases or blind spots, which can be addressed by adopting
a data-driven and inclusive approach to data labeling. By ensuring that data labeling is
unbiased, we can improve the accuracy and reliability of machine learning models and
reduce the potential for negative consequences due to biased predictions.

4.7.1. Common Causes of Data Label Bias

Data label bias refers to the presence of biases or inaccuracies in the labels or annota-
tions assigned to the training data used for machine learning models. There are several
common causes of data label bias in Figure 14.

Data labeling is often a manual process, and humans are prone to errors. For example,
annotators may mislabel data due to mistakes, lack of attention, or fatigue. Suppose you
have a dataset of images of different animals and are asked to label them with their
corresponding animal names. An annotator may mistakenly label a picture of a leopard as
a cheetah due to a lack of attention or confusion between the two animals’ appearances.
This error can propagate through the dataset, leading to biased labeling and inaccurate
model performance. Similarly, an annotator may accidentally mislabel an image of a male
lion as a female lion due to the lion’s mane not being visible in the picture. This can lead to
biased predictions in the model, especially if the model is trained to recognize the difference
between male and female lions.

a. Human error: Human error can occur due to various reasons, such as fatigue, lack
of attention, or distractions. It is important to have a quality assurance process
in place to review the labeled data for errors and inconsistencies and correct them
before using the data to train machine learning models. Additionally, providing clear
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instructions and guidelines to annotators and training them on the labeling process
can help minimize human errors in data labeling. Human bias refers to the influence
of personal beliefs, values, and experiences on decision making. It can be conscious
or unconscious and can affect the collection, analysis, and interpretation of data.

An example of human bias in data analysis is the case of hiring decisions. Human
resources managers may have certain biases, such as favoring candidates from a partic-
ular educational background, ethnicity, or gender. If these biases are not identified and
addressed, they can lead to discriminatory hiring practices. Mathematical equations can
also be biased if they are designed with certain assumptions or constraints.

Figure 14. Causes of data bias.

One way to address human bias in data analysis is to use statistical methods that are
designed to reduce bias, such as regression analysis or causal inference. These methods can
help identify the impact of different variables on the outcome of interest, while controlling
for confounding factors that could lead to biased results.

Another way to address human bias is to increase diversity in the data analysis team.
By including individuals with diverse backgrounds and experiences, different perspectives
can be brought to the analysis, which can help identify and correct biases that may be
present in the data.

In summary, human bias can significantly affect data analysis, and it is important to
identify and address it in order to ensure that decisions based on the analysis are fair and
unbiased. This can be achieved through statistical methods, diversifying the analysis team,
and carefully examining the assumptions and constraints in mathematical equations used
in data analysis.

b. Lack of diversity: Data may not be representative of the entire population, leading to
biases in labeling. For example, if a dataset is biased toward a particular demographic
or geographic region, it may lead to biased labeling. Suppose you have a dataset of
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medical images used to train a machine learning model to diagnose skin cancer. If the
dataset contains mostly images of light-skinned patients, it may lead to biased labeling
and inaccurate model predictions for patients with darker skin tones. This can be
a serious issue since skin cancer can manifest differently in people with different
skin colors, and inaccurate predictions can lead to delayed or incorrect diagnosis
and treatment. Similarly, if a dataset used to train a speech recognition model only
contains audio recordings of men’s voices, the model may have difficulty recognizing
and transcribing female voices accurately, leading to biased model performance.

To mitigate the lack of diversity in data labeling, it is essential to ensure that the dataset
used to train machine learning models is representative of the entire population. This
may involve collecting data from multiple sources, ensuring a diversity of demographics,
and including data that represent different regions and cultures. Additionally, it may be
necessary to use techniques such as data augmentation to generate additional data and
increase the diversity of the dataset.

c. Subjectivity: In some cases, the labeling process may be subjective and open to
interpretation. This can lead to different annotators labeling data differently, resulting
in inconsistencies and bias. Suppose you have a dataset of product reviews and
are asked to label them as positive or negative. In some cases, a review may have
both positive and negative aspects, and different annotators may label it differently
based on their interpretation of the review’s overall sentiment. For example, one
annotator may label a review that says, “The product works well, but the packaging
was damaged” as positive, while another may label it as negative. Similarly, if you
have a dataset of customer support chat transcripts and are asked to label them based
on the customer’s satisfaction level, different annotators may interpret the customer’s
tone and language differently, leading to inconsistent and biased labeling.

To mitigate subjectivity in data labeling, it is essential to provide clear instructions
and guidelines to annotators and ensure that the labeling process is as objective as possible.
This may involve using standard labeling criteria, providing examples of labeled data,
and training annotators on the labeling process. Additionally, having a quality assurance
process in place to review the labeled data for inconsistencies and biases can help ensure
accurate and unbiased data labeling.

d. Insufficient training data: If there is not enough training data, annotators may rely
on assumptions or biases when labeling data, leading to incorrect or biased labels.
Suppose you have a dataset of medical images used to train a machine learning model
to diagnose a rare medical condition. If the dataset contains only a few examples of
rare conditions, annotators may rely on their assumptions or biases when labeling
new data, leading to incorrect or biased labels. Similarly, if you have a dataset of
audio recordings used to train a speech recognition model, but the dataset is not
diverse enough in terms of accents or languages, annotators may rely on assumptions
or biases when labeling new data, leading to biased model performance.

To mitigate the effects of insufficient training data, it is essential to ensure that the
dataset used to train machine learning models is large and diverse enough to capture all
possible scenarios accurately. Additionally, it may be necessary to use techniques such as
transfer learning, where a pre-trained model is used to fine-tune the training on a smaller
dataset, or active learning, where the model is iteratively trained on a subset of the data,
with the annotator labeling only the examples that the model is uncertain about.

e. Prejudice: In some cases, annotators may have conscious or unconscious biases
towards certain groups or characteristics, leading to biased labeling. Prejudice in data
label bias occurs when the labels assigned to the data used to train a machine learning
algorithm are influenced by pre-existing biases and stereotypes, which can lead to
biased predictions by the algorithm. Here are some examples of prejudice in data
label bias:
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• Gender Bias: If a machine learning algorithm is trained on data that are biased
towards a particular gender, it may lead to biased predictions. For instance,
if a dataset used to train a hiring algorithm contains more men candidates than
women candidates, the algorithm may be biased toward hiring men.

• Racial Bias: Prejudice in data label bias can also result in racial bias. For example,
if a facial recognition algorithm is trained on a dataset that has predominantly
white faces, it may struggle to accurately recognize the faces of people of different
skin colors, leading to biased predictions.

• Socioeconomic Bias: Prejudice in data label bias can also lead to socioeconomic
bias. For instance, if a credit scoring algorithm is trained on data that are biased
toward individuals with high incomes, it may unfairly deny loans to individuals
with low incomes.

• Cultural Bias: Cultural bias is another form of prejudice in data label bias.
For example, if a natural language processing algorithm is trained on text written
in one language, it may struggle to accurately understand text written in another
language, leading to biased predictions.

4.7.2. Mitigate Prejudice in Data Label Bias

To mitigate prejudice in data label bias, it is important to carefully select the data
used to train machine learning algorithms and ensure that the data are representative and
diverse. Additionally, bias detection and correction techniques can be implemented to
identify and correct any biases that may exist in the data. It is also important to regularly
review the model and data to ensure that they remain accurate and fair over time.

1. Incomplete labeling: If some data are not labeled or missing, it can lead to bias in
the final dataset. For example, if a dataset contains only positive samples, it may
lead to biased predictions and inaccurate model performance. Incomplete labeling
occurs when the labels assigned to the data used to train a machine learning algorithm
are incomplete or missing, which can result in a model that is less accurate and
less reliable.

2. Partially Labeled Data: Partially labeled data are a common form of incomplete
labeling. For instance, if a dataset used to train a machine learning algorithm has
missing labels for some data points, the model may not be able to learn patterns from
these data points, leading to a less accurate model.

3. Noisy Data: Noisy data are another form of incomplete labeling. If a dataset contains
data points that have labels that are inaccurate or incorrect, the model may learn
patterns from these data points, leading to a less reliable model.

4. Limited Labeling: Limited labeling occurs when the labels assigned to the data are
not sufficient to capture all of the information present in the data. For example, if a
dataset used to train a sentiment analysis algorithm only has binary labels for positive
or negative sentiment, it may not be able to capture more nuanced sentiments, leading
to a less accurate model.

5. Outdated Data: Outdated data are another form of incomplete labeling. If a machine
learning algorithm is trained on outdated data, it may not be able to accurately predict
outcomes in the current environment, leading to a less reliable model.

To mitigate incomplete labeling, it is important to carefully select and pre-process
the data used to train machine learning algorithms. Data cleaning techniques can be
used to remove noisy or incomplete data points, and active learning techniques can be
used to identify and label the most important data points. Additionally, it is important
to periodically review the model and data to ensure that it remains accurate and reliable
over time.

4.7.3. Data Label Bias Impact Machine Learning Algorithms

Data label bias can have a significant impact on the accuracy and fairness of machine
learning algorithms. Data label bias occurs when the labels assigned to the training data
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used to train the machine learning algorithm are inaccurate or biased, which can result in a
model that is inaccurate or unfair. Here are some ways in which data label bias can impact
machine learning algorithms:

I. Inaccurate Predictions: If the training data used to train the machine learning
algorithm contain biased labels, then the model will learn to make inaccurate
predictions. For example, if a dataset for facial recognition algorithms contains
mostly images of lighter-skinned individuals, then the model may struggle to
accurately recognize individuals with darker skin tones.

II. Unfairness: Data label bias can also lead to unfairness in machine learning algo-
rithms. For instance, if a dataset used to train a hiring algorithm is biased towards
hiring men candidates, then the algorithm may continue to discriminate against
women candidates during the hiring process.

III. Over generalization: If the training data used to train a machine learning algorithm
contain biased labels, then the model may overgeneralize the learned patterns.
For example, if a model is trained on biased data that suggest that all dogs are
small, then the model may struggle to accurately recognize larger dog breeds.

IV. Lack of Diversity: If the training data used to train a machine learning algorithm
are biased, then the model may not be able to accurately predict outcomes for
under-represented groups. This can lead to a lack of diversity in the predictions
made by the model. To mitigate data label bias, it is important to use diverse
and representative data in the training of machine learning algorithms. This
can be achieved by using diverse data sources, carefully selecting the data used
in the training set, and implementing bias detection and correction techniques.
Additionally, it is important to periodically review the model and data to ensure
that they remain accurate and fair over time.

4.7.4. Some Techniques for Mitigating Data Label Bias

Data label bias occurs when the labels assigned to data are systematically skewed
or inaccurate, which can negatively impact the performance of machine learning models
trained on that data. There are several techniques for mitigating data label bias, including:

1. Collecting more diverse data: One way to reduce bias is to ensure that the data
used to train a machine learning model are diverse and representative of the popu-
lation they aim to serve. This can be achieved by collecting data from a variety of
sources and ensuring that they include individuals from different backgrounds and
experiences [77].

Suppose a machine learning model is being trained to recognize faces. If the training
data only include images of people with light skin tones, then the model is likely to perform
poorly on images of people with darker skin tones. To mitigate this bias, more diverse data
could be collected that include people from a variety of skin tones and ethnicities [78].

2. Using multiple annotators: Using multiple annotators to label data can help mitigate
label bias by reducing the impact of individual biases. By aggregating the labels
provided by multiple annotators, the final label is less likely to be influenced by the
bias of any single individual [79].

When labeling data for a sentiment analysis model, multiple annotators could be used
to label each data point [80]. By aggregating the labels provided by each annotator, the final
label will be less influenced by the biases of any individual annotator [81].

3. Training with unbiased examples: Another approach is to augment the training data
with examples that are known to be unbiased. This can help to balance the training
set and reduce the impact of label bias [82].

In the context of training a model to identify fraudulent financial transactions, ex-
amples of both fraudulent and legitimate transactions could be included in the training
data [83]. However, if the majority of the data are biased toward legitimate transactions,
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the model may perform poorly on fraudulent transactions. By augmenting the training
data with additional examples of fraudulent transactions, the model can be trained on a
more balanced dataset [84].

4. Using debiasing techniques: Debiasing techniques can be used to adjust the labels
assigned to data to make them more accurate and less biased [85]. This can be achieved
through techniques such as re-weighting, which adjusts the importance of different
data points based on their perceived bias, or adversarial training, which trains the
model to be robust to different types of bias [86].

Suppose a model is being trained to predict recidivism risk for criminal defendants.
If the training data includes biased labels that disproportionately impact certain groups,
debiasing techniques could be used to adjust the labels to be more accurate and less
biased [87].

5. Regularly monitoring and auditing the data: It is important to regularly monitor
and audit the data to ensure that it remains unbiased over time. This can involve
reevaluating the labeling process and correcting any biases that are identified.

In the context of a chatbot trained to answer customer service inquiries, the training
data should be regularly monitored and audited to ensure that they remain unbiased over
time. For example, if a new product is released that is primarily marketed to a certain
demographic, the chatbot’s training data should be updated to include more examples of
inquiries from that demographic.

6. Exploring alternative labels: It may be helpful to explore alternative labeling schemes
that could provide more accurate and less biased labels. This could involve working
with domain experts or consulting with the intended users of the machine learning
model to identify more appropriate labels. When training a model to recognize
emotions in text, alternative labels such as “positive”, “negative”, and “neutral” could
be used instead of more subjective labels like “happy” or “sad”. This can help to
mitigate bias and improve the model’s accuracy.

4.7.5. Detect Data Label Bias in Labeled Data

1. Data analysis: You can perform statistical analysis on the labeled data to identify any
patterns or imbalances in the distribution of the labels. Look for any categories that
are over-represented or under-represented in the data.

2. Human review: Have human reviewers examine the labeled data to determine
whether there are any inconsistencies or inaccuracies in the labeling. This can be
performed through manual inspection or crowd-sourced reviews.

3. Evaluation metrics: You can measure the performance of your machine learning
model using different evaluation metrics for each label. If you notice that the model
performs significantly better on some labels than others, it could be an indication of
bias in the labeled data.

4. A/B testing: You can test the model’s performance with two different sets of labeled
data, and compare the results. This can help you identify any differences in the
model’s accuracy or performance based on the labeled data it was trained on.

5. Bias detection algorithms: There are algorithms designed specifically to detect bias
in labeled data. These algorithms can help identify any inconsistencies or imbalances
in the labeled data that may lead to biased machine learning models.

It is important to note that detecting data label bias is just the first step. Once you have
identified any biases in the labeled data, you will need to take steps to address them and
ensure that your machine learning model is fair and accurate.

4.7.6. Evaluate the Accuracy and Quality of Labeled Data

Evaluating the accuracy and quality of labeled data are crucial to ensure that machine
learning models are trained on reliable data and produce trustworthy results. Here are
some methods to evaluate the accuracy and quality of labeled data:



Digital 2024, 4 57

• Inter-annotator agreement: You can calculate the agreement between multiple annota-
tors who labeled the same data. This measure can help you identify any inconsistencies
in the labeling and assess the quality of the labels. Common agreement metrics include
Cohen’s kappa and Fleiss’ kappa.

• Error analysis: You can analyze the labeling errors to identify patterns or common
mistakes made by the annotators. This can help you identify specific areas of the data
that need further clarification or guidelines for better labeling.

• Domain expertise: Consult with subject matter experts who have knowledge of the
domain and the data to evaluate the quality and accuracy of the labeled data. They
can provide valuable insights into the nuances and complexities of the data, which
can help identify any potential labeling errors.

• Gold-standard data: Create a subset of the data with manually verified and accurate
labels as a gold standard. You can then compare the automated labels against the gold
standard to measure the accuracy of the automated labeling process.

• Performance evaluation: Train a machine learning model on the labeled data and
evaluate its performance using standard metrics such as precision, recall, and F1 score.
The model’s performance can give you an indication of the quality and accuracy of
the labeled data.

It is important to note that no single method is perfect, and combining different
methods can provide a more comprehensive evaluation of the accuracy and quality of
labeled data. Regularly evaluating the labeled data can help identify and correct any issues,
ensuring that the data are reliable and accurate for training machine learning models.

4.7.7. Limitation

Biases in the labeling process, whether intentional or unintentional, can introduce
inaccuracies in the training data, leading to skewed model predictions and potential
reinforcement of existing biases.

5. AI Trojan Attacks

AI Trojans are malicious assaults on machine learning models intended to jeopardize
their security or integrity. They are also referred to as adversarial attacks on AI systems [88].
By introducing malicious inputs or data during the model training process, AI Trojans
seek to trick the machine learning model into making inaccurate or harmful forecasts
or decisions.

An adversarial assault, such as an AI Trojan, aims to take advantage of the flaws in
the machine learning model. To trick the machine learning model, the attacker may add a
tiny amount of noise or a particular pattern to the input data. The objective is to teach the
machine learning model to make inaccurate predictions or to focus on a particular output
while maintaining a natural appearance to users [88].

Particularly in high-stakes applications like medical diagnosis, financial forecasting,
or autonomous systems, AI Trojans can have severe repercussions. A machine learning
model may make bad predictions or choices if an AI Trojan remains undetected, which
could cause harm or damage. Machine learning and cybersecurity researchers are working
on identifying and reducing the danger posed by AI Trojans. Techniques like adversarial
training, post hoc detection, and removal, as well as input perturbation, have been created
to deal with this problem. In addition to identifying and removing AI Trojans that may
already be present in trained models, the goal is to create machine learning models that are
robust and immune to adversarial assaults [88].

Significance of AI Trojan Attacks

The significance of AI Trojan attacks is that they pose a significant threat to the security
of organizations, governments, and individuals. With the increasing use of AI in various
fields, including cybersecurity, it is becoming easier for hackers to create sophisticated
attacks that can evade traditional security measures. One of the key advantages of AI



Digital 2024, 4 58

Trojan attacks is their ability to adapt and evolve over time. Once the initial attack is
successful, the AI algorithm can continue to learn and adapt to new security measures put
in place, making it much more difficult for defenders to detect and respond to the attack.
Moreover, AI Trojan attacks can be launched at a large scale and can target multiple systems
simultaneously. This makes them particularly effective for cyber criminals who are looking
to steal sensitive data or disrupt critical infrastructure. Finally, AI Trojan attacks can be
extremely difficult to trace back to the source. With the use of sophisticated encryption
techniques and the ability to hide behind multiple layers of proxies and servers, it can be
very challenging for law enforcement agencies to track down and prosecute the perpetrators
of these attacks.

In summary, the significance of AI Trojan attacks lies in their ability to leverage the
power of machine learning and AI algorithms to evade traditional security measures, adapt
and evolve, target multiple systems at once, and remain undetected by defenders. As such,
organizations and governments need to be aware of this threat and take appropriate
measures to protect their systems and networks.

6. Overview of Mitigation

Mitigation is the process of preventing bad effects. Machine learning mitigation meth-
ods are used to avoid the consequences of bias in the data or models. To use these models
in a variety of applications without sustaining unfair practices. Mitigation aims to make
them more accurate and equitable. Depending on the type and degree of bias present in
the data or model as well as the desired result, a particular set of techniques will be de-
ployed. Overall, mitigation is crucial to building morally and socially accountable machine
learning systems.

6.1. Mitigation Techniques Types

Although the phases of pre-, in-, and post-processing are part of the machine learning
pipeline, the statements in the question specifically refer to bias mitigation methods used at
those stages. Rather, they are phases of data analysis that involve different steps to prepare,
analyze, and interpret data. These phases are critical in ensuring the quality, accuracy,
and reliability of the results obtained from data analysis [89].

These are applied in a wide range of contexts, from credit scoring and loan approvals
to hiring decisions and criminal justice. Any application of machine learning that involves
making decisions that could impact people’s lives or perpetuate systemic biases should
carefully consider these stages and take steps to mitigate the potential for bias. The stages
of pre-processing, in-processing, and post-processing are not inherently biased or unbiased.
Rather, the potential for bias arises from the specific methods and techniques used in each
stage. Here are some examples of potential bias in each stage, along with corresponding
examples of how to address or mitigate the bias [2]:

1. Pre-processing: This involves preparing the data before it is fed into the machine
learning algorithm. This stage can include several tasks, such as data cleaning, data
normalization, and feature engineering. Pre-processing can help reduce the impact of
biased data on the machine learning algorithm [90]. Pre-processing involves cleaning,
normalizing, and transforming data before they are used to train a machine learning
model [8].
For example, if a dataset contains biased data, such as gender- or race-based dispar-
ities, pre-processing techniques can be used to remove these biases or balance the
dataset. Some examples of pre-processing techniques include the following:

• Oversampling or undersampling: This involves adding more examples of under-
represented groups or removing from over-represented groups to balance the
dataset [91].

For example, imagine we are trying to predict whether or not a customer will default
on a loan. We have a dataset with 10,000 examples, but only 100 of them are defaults.
This means that the dataset is imbalanced, with the default class being the minority
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class. If we were to train a machine learning model on this dataset without addressing
the class imbalance, the model might be biased towards predicting the majority class
since it has more examples to learn from. This could result in poor performance in
the minority class. To address this imbalance, we can use oversampling or under-
sampling techniques [92].

• Feature scaling: This involves scaling the features to a similar range so that they
can be easily interpreted by the machine learning algorithm [93].

Suppose [94] that we have a dataset of house prices with features like the number
of bedrooms, the square footage of the house, and the distance from the city center.
The number of bedrooms ranges from 1 to 5, the square footage ranges from 500 to
5000 square feet, and the distance from the city center ranges from 1 to 20 miles.
If we were to apply a machine learning algorithm to this dataset without scaling the
features, then the square footage feature would have a much larger range of values
than the number of bedrooms or the distance from the city center. This means that the
square footage feature would have a much larger impact on the output of the model
compared to the other features. To address this issue, we can apply feature scaling
to normalize the range of values for each feature. There are several ways to scale
features, but one common method is to use normalization, which scales the values to
a range between 0 and 1. We can normalize the square footage feature by subtracting
the minimum value of the feature and dividing it by the range of values. Similarly,
we can normalize the other features in the dataset as well [95]. This will ensure that
all features have a similar range of values and that no one feature dominates over the
others. Once we have scaled the features, we can apply a machine learning algorithm
to the dataset to predict house prices. The algorithm will be able to learn from all
features equally and make more accurate predictions, as a result [96].

• One-hot encoding: This involves encoding categorical variables into a binary
format to make them easily digestible by the machine learning algorithm. One-
hot encoding is a technique used to represent categorical data as numerical data
in machine learning models [97]. It is commonly used when the categorical data
have no inherent order or hierarchy [98]. Here is an example case where one-hot
encoding might be useful:

Suppose [99] that we have a dataset of customer information for an online retailer,
and one of the features is “product category”, which can have values like “electronics”,
“clothing”, “home goods”, and “books”. If we were to apply a machine learning
algorithm to this dataset without one-hot encoding, the algorithm would not be
able to interpret the categorical data as numerical data. This means that it would
not be able to learn from the “product category” feature and would likely ignore it.
To address this issue, we can use one-hot encoding to represent the “product category”
feature as a set of binary features, where each feature represents a possible value of
the original categorical feature. For example, we might create four binary features for
the “product category”: “electronics”, “clothing”, “home goods”, and “books”. If the
original “product category” feature for a customer is “electronics”, the corresponding
binary feature would be set to 1 and all other binary features would be set to 0. If the
original “product category” feature is “clothing”, then corresponding binary feature
would be set to 1 and all other binary features would be set to 0, and so on. Once
we have performed one-hot encoding on the “product category” feature, we can
apply a machine learning algorithm to the dataset to predict customer behavior or
preferences [99]. The algorithm will be able to interpret the “product category” feature
as numerical data and use it to make more accurate predictions [97].
In short, To mitigate data collection bias, it is important to ensure that data are
collected in a representative and unbiased way. This can involve using random
sampling techniques, collecting data from multiple sources, and carefully defining the
population being studied. To mitigate feature selection bias, it is important to carefully
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consider the criteria used for feature selection and to avoid making assumptions based
on stereotypes or incomplete information.

2. In-processing bias: In-processing involves verifying that the machine learning model
is unbiased during training. It involves monitoring the machine learning algorithm’s
performance during training to detect and correct for bias. This stage includes tech-
niques such as adversarial training, which involves training the algorithm to recognize
and correct for biased input data. In-processing techniques aim to reduce bias during
the training process, rather than after the model has been trained [8]. By monitoring
the algorithm’s performance, in-processing techniques can help detect and correct for
bias as it arises. Some examples of in-processing techniques include:

• Adversarial training: This involves training the algorithm to recognize and cor-
rect for biased input data by generating adversarial examples that challenge the
primary model and test its robustness [100]. Adversarial training is a technique
used to improve the robustness of machine learning models against adversarial
attacks. Adversarial attacks are when an attacker intentionally manipulates input
data to cause a machine learning model to make a mistake. Here is an example
case scenario where adversarial training might be useful:
For example, we have a machine learning model that is trained to identify images
of traffic signs. The model has high accuracy when tested on normal images of
traffic signs, but when tested on adversarial images, which have been specifically
designed to fool the model, the accuracy drops significantly. To improve the
model’s robustness against adversarial attacks, we can use adversarial training.
Adversarial training involves training the model on both normal and adversarial
examples. The adversarial examples are generated by adding small, carefully
crafted perturbations to the normal images, which are imperceptible to humans
but can cause the model to misclassify the image.

• Batch normalization: This involves normalizing the output of each layer in the
neural network to reduce the impact of biased data on the training process [95].
Batch normalization is a technique used in deep neural networks to improve
their training speed and stability. It works by normalizing the activations of each
layer in the network based on the statistics of the current mini-batch of data.
Here is how batch normalization might work in this example:

(a) Compute mean and variance: For each mini-batch of data during training,
we compute the mean and variance of the activations for each layer in
the network.

(b) Normalize activations: We normalize the activations of each layer by
subtracting the mean and dividing by the square root of the variance. This
has the effect of centering and scaling the activations, making them more
consistent across the mini-batch.

(c) Scale and shift: We then scale and shift the normalized activations using
learnable parameters, which allows the network to learn the optimal
scaling and shifting for each layer.

(d) Train the network: We then train the network using back propagation
with the batch-normalized activation.

By applying batch normalization to the neural network, we can significantly
improve the training speed and stability, which leads to faster convergence and
higher accuracy on the test set. This technique can be applied to other types of
deep neural networks and other types of data as well to improve their training
speed and stability.

In short, to mitigate algorithmic bias, it is important to carefully select and evaluate
machine learning algorithms to ensure that they are unbiased and do not perpetuate
existing biases. To mitigate sampling bias, it is important to carefully select and
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curate training datasets to ensure that they are representative and do not exclude
important subgroups.

3. Post-processing bias: Post-processing involves modifying the output of the machine
learning model to make it more equitable [101]. Post-processing involves modifying
the output of the machine learning algorithm to make it more equitable. This stage
includes techniques such as re-calibrating the model’s predictions to reduce bias or
using techniques such as demographic parity to ensure fairness [2]. Post-processing
techniques aim to reduce bias in the model’s output after it has been trained. By mod-
ifying the output, post-processing techniques can help correct any bias that may
have been introduced during the training process. Some examples of post-processing
techniques include:

• Re-calibration: This involves adjusting the probabilities assigned by the model
to different outcomes to ensure that they are fair and unbiased.

• Demographic parity: This involves ensuring that the model’s predictions do not
unfairly favor one group over another by setting a threshold that is consistent
across all groups of people.

In summary, pre-processing, in-processing, and post-processing are three stages of the
machine learning pipeline that can be used to address bias. By using a combination of
these techniques, machine learning practitioners can help reduce the impact of bias
on their models and ensure fairness for all groups of people.

6.2. Mitigation Techniques

• Data Collection: The cornerstone of the whole machine learning process is the
collection of impartial data. This is significant because a machine learning model’s
behavior is greatly influenced by the data used to train it. To guarantee that the model
is trained on broad data, which increases its robustness and applicability to real-world
events, it is essential to use reputable sources and ensure that the whole population
is represented. Important elements in this process include avoiding biased samples,
using stratified sampling approaches, and making sure that features are represented
in a diversified manner. The foundation for developing moral, open, and equitable
machine learning models that can be trusted to be used in a variety of settings and
applications is unbiased data collecting.

• Data pre-processing: By using methods like resampling, data augmentation, or feature
engineering to make the dataset more representative of the complete population, bias
can be removed from the data. As a sculptor, data pre-processing transforms unpro-
cessed data into a shape that enables machine learning models to train efficiently
and provide well-informed predictions in a variety of settings.

• Model Training: By using methods like adversarial training, regularization, or model
interpretability, we can create models that are more resistant to bias. To avoid prejudice,
the model must be tested and improved using a variety of datasets. It is also essential
to test and refine the model on a range of datasets. This guarantees that the model
performs fairly in all circumstances and for all demographic groups.

• Model Evaluation: Model evaluation is a critical step in assessing bias and ensuring
fair and unbiased performance. By comparing the model’s performance across
different datasets or by using metrics that are more accurate in describing the issue
can check the model for bias. Additionally, choosing a fair success metric and testing
the model using various datasets are required.

• Model Deployment: Model deployment is a crucial stage where monitoring and
addressing bias. Use methods like debiasing or retraining to track and modify the
model’s performance after it has been deployed. This entails testing the model for
bias in the deployed environment and making sure that it is used in a manner. See
Table 18.
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Table 18. Some bias mitigation techniques in datasets.

Technique Description Example

Data augmentation Generate new data points by
adding existing dataset.

Synthesize new data points for
under-represented groups to
increase dataset.

Balancing the dataset
Oversample the minority class or
undersample the majority class to
make the dataset more balanced

Undersample the majority group
to balance the proportion of
defaulters between the groups.

Feature engineering Select and transform the input
features used in model

Remove features that introduce
bias, such as zip code, and add
features that increase fairness,
such as education level.

Regularization

Constrain the model’s parameters
to prevent overfitting and
encourage it to generalize better
to new data

Add regularization terms to the
loss function that encourage the
model to use a wider range
of features.

Counterfactual analysis Identify scenarios and use them
to test the model’s fairness

Simulate the effect of changing an
applicant’s race or gender on the
model’s prediction.

Fairness constraints Constraints model ensure that it
treats all groups fairly

Add a constraint that limits the
difference in the model’s false
positive rate between different
racial groups.

6.3. Approaches of Mitigation

Measures are taken to stop the negative effects of a specific circumstance or are
referred to as mitigation methods. These methods can be used in a variety of situations,
such as natural catastrophes, cybersecurity threats, public health crises, and more. Here are
some illustrations of prevention strategies:

• Environmental mitigation approaches: The actions are to lessen the negative effects
of human activity on the environment. For instance, conserving habitats, decreasing
the use of non-renewable resources, and lowering greenhouse gas emissions to slow
climate change.

• Disaster mitigation approaches: These actions are being performed to lessen the
effects of calamities like earthquakes, hurricanes, and floods. Creating emergency
response plans, constructing disaster-resistant structures, and practicing regularly are a
few examples.

• Cybersecurity mitigation approaches: These actions are being performed to lessen
the effects of data breaches and cyberattacks. Regular software updates, the use of
strong passwords, and the encoding of private data are a few examples.

• Health mitigation approaches: These actions are being performed in order to lessen
the effects of pandemics and other public health emergencies. Vaccination campaigns,
mask use, hand hygiene, and social segregation strategies are a few instances.

Overall, mitigation strategies play a critical role in reducing the adverse effects of
different circumstances and events. On people, communities, and the environment, the aim
is to avoid or lessen the effects of these events.

7. Discuss the Future Possibility of Bias

In summarizing the research from several articles on machine learning bias and
mitigation techniques, It is noteworthy that some articles emphasize the utilization of
various methods, including pre-processing, in-processing, and post-processing, to tackle
bias in ML models. Other contributions delve into the concept of bias more broadly,
addressing the importance of regulatory compliance when applying ML in healthcare and
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pharmaceuticals. Overall, the research suggests that ML can serve as a valuable tool for
addressing bias and enhancing fairness across different domains. The likelihood of bias
being either advantageous or disadvantageous depends on its prevalence in a given context.

In [12], the importance of addressing bias and advocating for fairness within machine
learning models is underscored. The paper provides an extensive overview of the existing
literature, tools, metrics, and datasets related to bias and unfairness. Fairness metrics such
as Demographic Parity, Equalized Odds, and Equality of Opportunity play a crucial role
in establishing fairness across diverse domains, impacting critical sectors such as hiring,
healthcare, and criminal justice. Utilizing datasets with demographic annotations facilitates
thorough evaluation and efficient mitigation of biases, ultimately advancing fairness in
decision-making processes.

On the other side, “The bad possibility of bias” in this paper identifies limitations
in current research, including the absence of multiclass and multimetric studies and the
lack of support for black-box models. Different fairness metrics do not always produce
uniform results, indicating the need for further research to identify appropriate techniques
and metrics for specific contexts.

In [13], the authors introduce a framework for measuring changes in biases in visual
recognition models before and after fine-tuning. The results suggest that self-supervised
models are less likely to retain pretraining biases compared to supervised models trained
on datasets such as ImageNet-21k. The paper emphasizes the importance of dataset size
and quality in mitigating biases in visual recognition models, highlighting the potential
biases introduced by supervised models trained on larger datasets with weaker labels.

In [14], while the paper does not explicitly discuss the possibilities of bias, it acknowl-
edges the potential biases in any machine learning system, including the ML-based CEMC
system proposed in the paper. The authors stress the need for thorough evaluation and
testing to ensure the proposed system does not introduce or reinforce biases. The use of
numerical simulations in the paper is considered a good first step, but real-world testing is
also necessary.

In [15], the “good possibilities of bias” addressed in the paper include improvements in
flood hazard risk assessment through the use of advanced ML algorithms and diverse data
sources. However, the “bad possibilities of bias” arise if the data used to train the models
are biased, leading to inaccurate predictions. The human factor in the model-building
process and inherent biases in ML algorithms can further contribute to biased predictions.

In [16], the “good possibilities of bias” addressed by the paper involve addressing
the lack of gender balance and fair representation in Chinese language resources and
models. The paper provides a high-quality, human-annotated corpus designed for gender
bias probing and mitigation, aiming to improve the accuracy and fairness of Chinese
language models.

However, the “bad possibilities of bias” highlighted in the paper include potential
cognitive bias introduced by the choice of annotators with higher education and limitations
in testing widely-used Chinese language models.

In [17], the “good possibilities of bias” include proposing fair pricing mechanisms to
reduce the impact of pricing strategies on disadvantaged communities. The paper conducts
experiments on real-world data to confirm theoretical findings and provide a basis for
government policy-making.

On the other hand, the “bad possibilities of bias” involve potential limitations in the
proposed fair pricing mechanisms, the temporary nature of discounts, and the applicability
of fairness metrics to different ride-hailing markets or cities.

The second part of [18] focuses on evaluating the effectiveness of current bias mit-
igation algorithms in deep learning. The paper recommends more rigorous evaluation,
improvement of bias mitigation algorithms, and incorporation of appropriate inductive
biases into architectures to reduce sensitivity to unwanted biases.

In [19], the paper addresses bias in real-time crime detection systems using the RWF-
2000 dataset. The proposed data augmentation technique to address bias is highlighted,
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but the “bad possibilities of bias” involve the focus on race as the main attribute for bias
mitigation and potential overlooking of other important attributes.

In [20], the “good possibilities of bias” include addressing bias in large pre-trained
language models through the Auto-Debias approach. The paper demonstrates a significant
reduction in gender and race biases in popular language models. However, the “bad
possibility of bias” involves potential oversight of other types of biases beyond gender
and race.

The last part of [21] suggests that researchers and healthcare providers can use pro-
posed solutions to ensure fair ML-based systems. The “bad possibility of bias” is empha-
sized, stating that if bias is not identified and mitigated, ML-based systems can potentially
harm patients and lead to systematic errors, especially impacting under-represented groups
in medical research.

In [22], the “good possibilities of bias” involve using data from social media platforms
to improve fairness in recommended systems. However, the “bad possibility of bias”
includes potential biases introduced by the authors into the development of the neural fair
collaborative filtering framework.

In [23], the author examines the predictability of young offenders’ re-offending using
machine learning models. The study acknowledges the difficulty in balancing accuracy
and fairness and discusses potential biases towards certain groups of people.

In [24], biases in rating-based recommendation systems are addressed, and a novel bias
mitigation approach is proposed. The “good possibilities of bias” include recommending
relevant items based on past behavior, while the “bad possibilities of bias” involve under
or over-predicting ratings for certain user groups.

Finally, in [25], the paper presents a technique for detecting and evaluating bias in
machine learning models. The “good possibilities of bias” include raising awareness about
bias in ML models, but the “bad possibility of bias” involves potential reinforcement of
existing biases in the dataset.

Overall, continual monitoring and improvement of data sources, algorithms, and
model-building processes are crucial to minimizing the possibility of bias.

8. Conclusions

In conclusion, bias in machine learning is a serious problem that can have negative
effects on people’s lives and the continuation of social inequalities. It is crucial to address
bias and make sure that these machine learning algorithms generate fair and just results as
their use spreads. This review article has given a general overview of the various biases
that can appear in machine learning as well as the different points in the ML pipeline where
they can do so. It has also covered the various methods that have been suggested to lessen
prejudice. Although these methods have shown the potential in lowering bias, they each
have drawbacks and might not be appropriate in all situations.

As a result, choosing a bias mitigation strategy requires careful thought, and for the
best results, it may be necessary to combine several methods. For further investigation,
we propose that more research is required to determine the methods and measurements
that ought to be applied in each specific situation in order to standardize and guarantee
fairness in machine learning models. More detailed research should be performed using
various architectures and sensitive attributes to determine which measure should be used
for each use case. With the use of this analysis, the context may determine which measure
is best for detecting bias against protected groups and whether a sensitive property can
be used to create a fairness metric in a particular situation. The metrics were found to not
produce consistent findings in a given dataset, pointing to various forms of bias and their
context-related peculiarities.

Additionally, this survey article has brought attention to the necessity of continuing
this field’s research and development in order to enhance bias mitigation strategies and
guarantee that machine learning algorithms are impartial and just for everyone. The ul-
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timate objective should be to develop machine learning systems that support a more
equitable society by being open, responsible, and inclusive.

9. Our Contribution

This work systematically reviews ML biases. The seven-step assessment method,
which includes important databases and paper analysis, is unique. It analyzes past polls
and highlights significant ML bias findings. Additionally, it categorizes and examines
ML pipeline bias kinds, origins, detection techniques, and reduction tactics. The paper’s
conclusion emphasizes the possibilities of offered approaches and the relevance of context
in bias reduction, making it an important addition to ML bias research. It also analyzes
prior surveys and highlights significant ML bias studies. It also examines various bias types,
sources, detection methods, and reduction strategies within the ML pipeline. The paper’s
conclusion emphasizes the usefulness of the approaches offered while highlighting the
significance of context in bias reduction, making it an invaluable addition to the field of
ML bias research.
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