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Abstract: Analyzing brain activity during mental arithmetic tasks provides insight into psychological
disorders such as ADHD, dyscalculia, and autism. While most research is conducted on the static
functional connectivity of the brain while performing a cognitive task, the dynamic changes of the
brain, which provide meaningful information for diagnosing individual differences in cognitive
tasks, are often ignored. This paper aims to classify electroencephalogram (EEG) signals for rest vs.
mental arithmetic task performance, using Bayesian functional connectivity features in the sensor
space as inputs into a graph convolutional network. The subject-specific (intrasubject) classification
performed on 36 subjects for rest vs. mental arithmetic task performance achieved the highest subject-
specific classification accuracy of 98% and an average accuracy of 91% in the beta frequency band,
outperforming state-of-the-art methods. In addition, statistical analysis confirms the consistency of
Bayesian functional connectivity features compared to traditional functional connectivity features.
Furthermore, the graph-theoretical analysis of functional connectivity networks reveals that good-
performance subjects had higher global efficiency, betweenness centrality, and closeness centrality
than bad-performance subjects. The ablation study on the classification of three cognitive states
(subtraction, music, and memory) achieved a classification accuracy of 97%, and visual working
memory (n-back task) achieved a classification accuracy of 94%, confirming the consistency and
reliability of the proposed methodology.

Keywords: EEG; functional connectivity; Bayesian functional connectivity; graph convolutional
network

1. Introduction

Neurophysiological methods like EEG are effective for measuring brain activity be-
cause of their dynamic capturing of brain activity (high temporal resolution), and they
are inexpensive, noninvasive, and portable [1]. Analyzing brain activity during a mental
arithmetic task provides insight into psychological disorders such as attention deficit hyper-
activity disorder (ADHD) [2], dyscalculia [3], and autism with ADHD [4]. Researchers have
proposed signal processing techniques such as power spectral density (PSD) [5], indepen-
dent component analysis (ICA) [6], time-frequency analysis, and event-related potentials
(ERP) [3]. The brain responses to mental arithmetic tasks are complicated, involve different
brain regions, and modulate at different frequencies. Therefore, analyzing and classifying
these brain responses using brain connectivity features helps us understand the intrinsic
brain activity and provides helpful information with which to decode the brain disorders
associated with cognition.

Furthermore, analyzing brain connectivity helps identify cognitive overload and
ensure optimal learning [7]. Three types of brain connectivity are proposed in the literature:
structural, functional, and effective. Structural (anatomical) brain connectivity corresponds
to connectivity between white matter zones representing the fiber tracts of multiple brain
regions [8]. Functional connectivity [9] estimates the temporal correlations of neuroimaging
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modalities. Effective connectivity determines the causal interactions (direct or indirect)
of the brain regions [10]. This paper focuses on functional-connectivity estimation and
classification, which helps to identify the underlying brain activity while performing a
cognitive task.

The statistical functional-connectivity estimation methods proposed in the literature
infer amplitude [11], spectral [12], and phase [13] correlations, focusing mainly on estimat-
ing the correlations on pairwise signals (such as Pearson’s correlation). These methods
impose correlations between the regions of interest (ROIs) representing edge strengths be-
tween the nodes. Therefore, these methods capture only the secondary correlation between
network nodes, and many confounding interactions are imposed, often thresholded by an
arbitrary threshold. Researchers have used partial correlation that provides binary results
of the existing correlation to avoid spurious connections between the nodes. Other sparse
representation methods [14], such as the graphical least absolute shrinkage and selection
operator (LASSO), use an inverse covariance matrix to impose correlations between the
nodes. However, all these methods assume that the connectivity patterns are static, ignor-
ing the dynamic behavior of brain functional connectivity. Some recent approaches have
focused on dynamic functional connectivity over time [15]. These approaches have tried to
estimate the covariance matrices of small time intervals from the fMRI data [16]. Later, these
covariance matrices are clustered to form a tensor of connectivity matrices and fed to a clas-
sification model [17]. These methods are primarily developed on the fMRI data, where the
functional-connectivity estimation of other neuroimaging and neurophysiological methods
are unexplored. Researchers discovered that EEG is suitable for capturing the dynamicity
of brain responses generated by synaptic transitions of millions of neurons in different
frequency and time domains [18–20]. In addition, with its higher temporal resolution than
fMRI, an EEG can directly acquire dynamic postsynaptic activity in the cerebral cortex.
Hence, an EEG helps assess the synchronous fluctuations of the brain while performing a
cognitive task [21]. This paper analyzes the Bayesian-structure learning method to estimate
dynamic EEG functional connectivity in sensor spaces for a given cognitive task that avoids
spurious pairwise correlations and ensures global functional connectivity.

In addition, we aim to classify the functional-connectivity features using different ma-
chine learning models and compare the results with state-of-the-art methods. Furthermore,
we have developed a graph convolutional network (GCN) model to classify the Bayesian
functional-connectivity features.

The proposed framework outperforms other classifiers and other combinations of
functional-connectivity metrics and classifiers. Also, it outperforms state-of-the-art WM
load classifiers using functional-connectivity metrics. Finally, we perform intrasubject
statistical analysis of BSL connectivity metrics in alpha, beta, and theta frequency bands.
This paper makes the following contributions:

• We analyze a Bayesian approach to estimate EEG functional connectivity for mental
arithmetic tasks.

• We propose a novel GCN classifier to classify subject-specific Bayesian functional-
connectivity features.

• The two-sided t-test, Spearman correlation, and graph-theoretical analysis show that
the proposed Bayesian-structure learning approach produces consistent results in
alpha, beta, and theta bands.

• The proposed framework outperforms state-of-the-art frameworks for EEG functional-
connectivity-based classifications.

The rest of the paper is organized as follows: Section 2 presents the EEG dataset for
WM load classification. Next, the Bayesian algorithm is presented to estimate functional
connectivity, and the GCN model is used to classify the functional-connectivity metrics. The
results are presented in Section 3, and a discussion is presented in Section 4.
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2. Related Work

Different functional-connectivity estimation methods have been proposed in the last
few years and developed based on different domains integrating signal processing and
information theory. The functional-connectivity metrics infer different synchronizations
and broadly divide into amplitude, spectral, and phase synchronizations. Although each
estimation method has unique properties, they each quantify functional dependence on
pairwise signals [22]. Let s(t) be the EEG signal, where t is the number of time samples, and
z(t) be the corresponding analytical signal computed from the Hilbert transform [23].

z(t) = s(t) +
∼
s (t) = A(t)eiϕ(t) (1)

where
∼
s (t) is the Hilbert transform of the signal, ϕ(t) is the instantaneous phase of the

signal, and A(t) is the instantaneous amplitude of the signal.

ϕ(t) = arctan
∼
s (t)
s(t)

(2)

A(t) = |z(t)| =
√
(s(t))2 + (

∼
s (t))

2
(3)

We estimate the functional connectivity of each frequency band using amplitude,
spectral, and phase synchronization methods.

Amplitude Coupling:
Leakage-corrected amplitude envelope correlation (AEC-c): Let s1, s2 be two EEG

signals (from two EEG channels), and their complex-valued (Hilbert transform) time-
frequency representations (power envelopes) are S1(t, f ), S2(t, f ). The amplitude envelope
correlation is obtained by calculating the Pearson correlation of the bandpass-filtered
orthogonalized signals [24].

S2⊥S1 (t, f ) = I

[
S2(t, f )

S1(t, f )*

|S1(t, f )|

]
(4)

where I denotes the imaginary operator, * denotes the complex conjugate, and ⊥ denotes
the orthogonality. We perform orthogonalization in both directions and compute the
Pearson correlation between two orthogonalized signals simultaneously. The average of
the orthogonalized correlations is the connectivity measure. The orthogonalization of the
signals corrects the spatial leakage.

C⊥(X, Y) =
Corr

(
|S1|,

∣∣S2⊥S1

∣∣)+ Corr
(
|S2|,

∣∣S1⊥S2

∣∣)
2

(5)

Spectral Coherence:
We consider coherence and imaginary coherence as spectral coupling metrics because

they capture power spectra of the signals [25].
Coherence (Coh): The coherency [25] between two EEG signals, S1 and S2, is defined as

C =

〈
z1(t)z*

2(t)
〉√

⟨z1
2⟩⟨z22⟩

=

〈
A1 A2ei∆∅〉〈
A1

2
〉〈

A2
2
〉 (6)

where ∆∅ = ∅1 −∅2 is the phase difference, and ∗ and ⟨ ⟩ denote the complex conjugation.
Coherence is the absolute value of coherency defined as follows:

Coh =

∣∣∣∣∣∣
〈

A1 A2ei∆∅〉〈
A1

2
〉〈

A2
2
〉
∣∣∣∣∣∣ (7)
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Coherence is affected by spatial leakage. Therefore, the imaginary part of coherence is
used to reduce the spatial leakage.

Imaginary part of coherency (ImCoh): Spatial leakage in the coherence metric is cor-
rected in ImCoh, resulting in zero phase-lag linear interaction.

ImCoh =
⟨A1 A2sin∆∅⟩√〈

A1
2
〉〈

A2
2
〉 (8)

Phase Synchronization:
All phase estimation measures assess the phase synchrony between two EEG signals

in each frequency band obtained from the instantaneous phase of the signal [26].
Phase Transfer Entropy (PTE): In a given frequency band, we can define the PTE as

lag δ, following [13]:

PTEx→y = H
(
θy(t), θy

(
t′
))

+ H
(
θy
(
t′
)
, θx

(
t′
))

− H
(
θy
(
t′
))

− H
(
θy(t), θy

(
t′
)
, θx

(
t′
))

(9)

where H is the Hilbert transform and θx(t′) and θy(t′) are states of previous time point.
Connectivity Matrix Construction:
The connectivity metrics are assessed for all pairs of EEG channels, leading to an

adjacency matrix of dimension N*N, where N represents the number of channels. Then, we
apply statistical thresholding by calculating the median of each correlation and binarizing
the adjacency matrix. The final matrix is the connectivity matrix—a weighted undirected
graph with EEG channels as nodes and edges as connectivity values. Finally, we construct
the connectivity matrices over the time-series data (EEG epochs) length in all frequency
bands. We use the leakage-corrected functional-connectivity metrics for our analysis.

Least Absolute Shrinkage and Selection Operator (LASSO):
LASSO is used in statistical modeling in the context of regression and graphical model-

ing. LASSO is primarily used in linear regression for variable selection and regularization.
Graphical LASSO is a regularization technique used to learn the structure of an undirected
graphical model and is particularly useful for estimating the precision matrix (or inverse
covariance matrix) when dealing with high-dimensional data. The goal is to infer the
connectivity between variables (in this case, EEG channels or regions) by promoting spar-
sity in the precision matrix, where a zero in the matrix implies conditional independence
between the corresponding variables, given all other variables. This modeling can be used
in compressive sensing that promotes sparse representation-based classifications [14]. The
graphical LASSO approach can be adapted from the sparse representation of EEG signals
by focusing on the precision matrix (Θ) estimation for EEG channels, which reflects the
functional connectivity. The graphical LASSO optimization problem can be formulated as:

minΘ>0{−log det(Θ) + tr(SΘ) +
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where Θ is the precision matrix (inverse covariance matrix), log det(Θ) ensures that Θ is a
positive definite, and tr(SΘ) is the trace of the product of the sample covariance matrix S
and Θ, encouraging the model to fit the data.
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is the regularization parameter controlling
the level of sparsity and ||Θ||1 is the L1 norm of Θ, promoting sparsity in the precision
matrix.

3. Materials and Methods

The current study aims to classify the EEG functional-connectivity features for rest
vs. a mental arithmetic task. The dataset contains the EEG data acquired from the subjects
while performing the arithmetic task. The authors removed the artifacts of the dataset, such
as eye blinking and noise, before publishing the dataset. The dataset was bandpass-filtered
to obtain theta, alpha, beta, and gamma frequency bands. Next, functional-connectivity
features for these frequencies were extracted separately using Bayesian-structure learning.
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Later, the Bayesian functional-connectivity features were used as input to the graph convo-
lutional neural network classifier to train, validate, and classify the rest vs. task EEG. The
classification was subject-specific as each individual has a different brain response while
performing the mental arithmetic (WM) tasks. Finally, the results were compared with
state-of-the-art methods. A two-sided t-test, Spearman correlation, and graph theoretical
analysis were performed to find out the consistency of Bayesian functional-connectivity
features. The methodology overview is presented in Figure 1.
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3.1. EEG Data and Preprocessing

The dataset consists of the WM EEG dataset: 36 healthy subjects (mean age is 18 with
an age range of 16–26) performing a mental arithmetic task [27]. The dataset used in this
manuscript is a publicly available dataset in the PhysioNet public repository (https://
physionet.org/content/eegmat/1.0.0/, accessed on 17 December 2018). Out of 36 subjects,
9 are male and 27 are female. Researchers consider mental arithmetic tasks as standard
experimental protocols to estimate cognitive load. According to [28], a 15 min serial
subtraction is a psychological stress. Therefore, assessing the functional connectivity for
mental arithmetic tasks provides insight into underlying brain mechanisms with increasing
WM load. The experimental design is as follows:

• The subjects were asked to sit on the reclined armchair in a dark, soundproof chamber.
• A resting-state EEG was recorded for 3 min.
• Later, the subjects performed arithmetic tasks without finger movements or speaking mentally.
• The task involved performing a serial subtraction with four-digit and two-digit num-

bers, with a minuend and a subtrahend, respectively (ex: 3141 and 42). The participants
had to perform the subtraction in mind.

• Then, 23-channel EEG data were collected from the subjects while performing the task
according to the 10–20 system (see Figure 2a). The sampling frequency was 500 Hz.
The performance of each subject was noted for reference.

• EEG data were recorded for 4 min, and the subject could perform as many subtractions
as possible in the given time (see Figure 2b).

• Each EEG recording contained 180 s of resting-state and 60 s of mental-arithmetic-
task data.

https://physionet.org/content/eegmat/1.0.0/
https://physionet.org/content/eegmat/1.0.0/
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3.2. Feature Extraction

Dynamic functional connectivity:
Functional-connectivity estimation can be static and dynamic. The static functional-

connectivity metrics assume that the degree of connectivity remains constant throughout the
trial. Therefore, these metrics can only estimate the average degree of connectivity over the
trial. Many static functional-connectivity methods are proposed in the literature, such as the
phase locking value (PLV) [29], Pearson correlation [30], and the weighted phase lag index
(wPLI) [31]. While all these methods focus on static functional connectivity, they differ in
their approach to bypass volume conduction [24]. However, static approaches fail to detect
the intervals during which brain regions are functionally connected or disconnected [15].
Therefore, there is a need to find additional information when these changes occur, and
hence, the researchers have introduced a dynamic functional-connectivity approach. The
adaptive sliding window is computed using the relative intersection of the confidence
interval rule (RICI) algorithm proposed in [15].

Bayesian Score:
Given a Bayesian network represented as a directed acyclic graph (DAG), the observed

data-to-score nodes were utilized in this network to ascertain their fit and appropriateness.
This scoring method is especially essential when discerning the optimal structure for the
Bayesian Network considering the data.



Signals 2024, 5 302

Observed Data:
Let G = (V,E) be a DAG representing a set of random variables X1, X2,. . ., Xn. The

observed dataset is given by [32]:

D = {D1, D2, . . . Dm} (11)

where
Di= {x i

1, xi
2, . . . , xi

n

}
(12)

each is a vector comprising n observed values for each variable in the network, linked to
the ith data point.

Bayesian Scoring:
The Bayesian score of the network structure G, given the observed data D, is:

score(G|D) = p(D|G)p(G) (13)

where p(D|G) is the likelihood of the data given the network structure, p(G), and is the
prior probability of the network structure.

Node Score:
For a particular node i in the network, the score, termed score(i), is defined as [33]:

score(i) = logΓ(∑
p
αp) − ∑

p
logΓ

(
αp

)
+ ∑

p
logΓ(αp + mi, p)− logΓ(∑

p
(αp + m

i
, p)) (14)

where:

• Γ represents the gamma function.
• αp denotes the hyperparameter tied to the ith configuration of the parent nodes for

node i as per a Dirichlet prior [34].
• mi, p symbolizes the observed count of the concurrent occurrence of node i and its pth

parent configuration within the data.
• The node score quantifies both:

# The alignment of the node with the observed data (captured by the
multinomial likelihood).

# The prior convictions about the distribution of the node’s values are conditional
on its parents (expressed via the Dirichlet prior).

Bayesian-Structure Learning Algorithm:
Different Bayesian-structure learning algorithms, which can be broadly classified

into score-based, constraint-based, and hybrid algorithms, are proposed in the literature.
The score-based algorithms use a goodness-of-fit score that learns the data structure by
iteratively maximizing the score, whereas constraint-based algorithms learn the dependence
structure of data using conditional independence tests. The hybrid algorithms combine both
methods. Of these algorithms, score-based methods are fast and produce efficient results.
These algorithms include local search, genetic algorithms, simulated annealing, and greedy
search; a thorough review is provided in [32]. This paper uses the local search algorithm to
estimate the functional connectivity of EEG signals in the sensor space. The step-by-step
procedure of the Bayesian-structure learning algorithm is presented in Algorithm 1.

3.3. Classification

Graph Convolutional Residual Network (GCN):
The proposed GCN model can be divided into three sequential modules: Input, ResNet,

and Classification. The architecture of the proposed model is displayed in Figure 3. A
k-fold cross-validation is performed, where (k-1) folds are used for training and validating
the model, and the remaining fold is used for testing the model. Each module is discussed
in this section.
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Algorithm 1: Bayesian-Structure Learning Algorithm

Inputs:
G: Initial graph structure
Steps: The number of iterations for the algorithm.
Data: A matrix of observed variables (EEG data) with dimensions (N, T), where N is the number
of variables (EEG channels) and T is the number of time points.
Window size: The size of the time window to use for each iteration.
Overlap: The overlap between adjacent time windows is a fraction of the window size.

Outputs:
Graphs: A list of updated graph structures—one for each time window.

1. Initialize the network structure to G.
2. For each time window:

(a) Extract the data for the current window.
(b) Initialize the network structure to G.
(c) Initialize a list to store the updated graph structures for this window.
(d) If the graph is not weakly connected, repeat the following steps for the specified

number of iterations:

i. Select a pair of nodes in the network to modify:

# Choose two indices i and j such that i ̸= j and there is an edge between nodes i
and j in the current network structure.

ii. Evaluate the change in the Bayesian score that results from the modification:

# Calculate the Bayesian score for the current network structure using the data in
the current window.

# Modify the network structure by removing the edge between nodes i and j (or
adding an edge if it was not present).

# Calculate the Bayesian score for the modified network structure using the data
in the current window.

# Calculate the change in the Bayesian score.

iii. If the modification improves the Bayesian score, accept it and update the network
structure.

iv. Otherwise, reject the modification and keep the current network structure.
v. Store the current network structure in the list of updated graph structures for

this window.
vi. A depth-first search algorithm ensures global connectivity with the updated graph

structure [35].
vii. Shift the time window by the specified overlap and repeat the above steps for the

next window.

Return the list of updated graph structures, one for each time window. The resultant list is a set of
connectivity graphs with shape (N*N*L) where N is the number of nodes (EEG channels), and L is
the number of slides.

Input module: The input module is designed for graph data, particularly for handling
the intricacies of irregular and non-uniform graph structures. By integrating the graph
convolutional network (GCN) design, the module efficiently captures both the localized
and broad characteristics present in the graph. It achieves this by assimilating data from
proximate nodes and their respective edges, rendering a comprehensive understanding of
the graph’s topology [9].
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The core operation in the GCN layer is represented by:

z = f (X, A) =
(

ÂReLU
(

Â × w(0)
)

w(1)
)

(15)

where

Â =
∼
D

− 1
2 ∼

A
∼
D

−1/2
(16)

Here:

• X is an input feature matrix with dimensions N × D. N is the node count, and D
indicates the number of initial features.

• A symbolizes the weighted adjacency matrix of the graph.
• The resultant Z is a node-level output matrix of size N × F, with F denoting the feature

count for each node.
• w(0) signifies the weight matrix transitioning from input to hidden layer, designed for

a hidden layer comprising H feature maps.
• w(1) is the weight matrix transitioning from the hidden layer to the eventual output features.

• The term
(

ÂReLU
(

Â × w(0)
)

w(1)
)

serves as a nonlinear ReLU activation function.

The hidden neural network is described by:

H(l+1) = f
(

H(l), A
)

(17)

Starting with H(0) = X and culminating in H(L) = Z, where L is the total number
of layers.

ResNet module: The performance of deep neural networks, such as convolutional
neural networks (CNNs), began to degrade due to the complications associated with
training. These impediments, attributed mainly to vanishing and exploding gradient
problems, hindered the convergence of the generalizability of profoundly deep networks.
Residual network (ResNet) architectures often incorporate a “shortcut” structure in the
network to counteract these challenges [14]. These structures provide an unimpeded
gradient flow throughout the network. The shortcut structure facilitates feature learning
using optimal learning and congruent mapping as follows:

F(y) = H(x)− x (18)



Signals 2024, 5 305

The proposed GCN model consists of an identity block and a convolutional block.
Each block consists of dropout and batch-normalization layers. The dropout layer is
employed against overfitting; the dropout layers intermittently neutralize a subset of
neurons, instilling a degree of randomness and thereby preventing co-adaptation of features.
The batch-normalization layers are incorporated to avoid “internal covariate shift” and
overfitting [14].

Classification module: The classification block consists of a fully connected layer and
a classification layer with a SoftMax activation function.

3.4. Other Datasets for Ablation Study

The proposed methodology is validated with two more WM datasets, and its classifi-
cation accuracy is compared with traditional functional-connectivity metrics.

Subtraction, music, and memory dataset (ablation-dataset-1):
The dataset from the OpenNeuro repository contains EEG recordings from 62 healthy

individuals who participated in 3 distinct cognitive exercises: subtraction, music, and
memory [36,37]. These activities are analyzed alongside resting-state EEGs, with eyes open
and closed, to evaluate participants’ cognitive function and resting state. The EEG data
were collected using a 64-channel setup based on the international 10–20 system during the
tasks, with a sampling rate of 500 Hz.

• Memory Task: Participants are instructed to remember and recount all significant
events from the day, from when they woke up until they arrived at the laboratory.

• Subtraction Task: Participants perform mental arithmetic by subtractively counting
backward from 5000 in increments of 7.

• Music Task: Participants sing a song of their choice.

These cognitive states—memory (Me), subtraction (Ma), and music (Mu)—are then
compared with the resting states. Additionally, participants complete a questionnaire
regarding each task to gather behavioral data. This information is used to conduct a
three-class classification of the cognitive states mentioned above.

Visual WM task (n-back task) (ablation-dataset-2):
The dataset comprises EEG recordings from 20 healthy individuals engaging in the

n-back task, as documented in studies [38,39]. These recordings are compared against
measurements taken during resting states. The EEG data, captured using a 256-channel
setup in alignment with the 10–20 international system, have a sampling rate of 1000 Hz.
The subjects, evenly divided between 10 males and 10 females, contributed bandpass
filtered data from 3 to 45 Hz, with corrections made to remove artifacts like eye blinks and
muscle movements.

The dataset encompasses EEG data from four distinct activities:

• Resting State: Subjects relax with their eyes open for 10 min.
• Visual Naming: Subjects name 80 distinct images and are also shown 40 scrambled

images to which they should not react.
• Auditory Naming: Subjects listen to 80 different sounds and are required to identify

each audibly.
• WM: Subjects are shown 80 images, including 40 previously displayed during the

visual naming task, and must press a button to indicate recognition of repeated images.

This research also explores a binary classification comparing resting-state vs. working
memory tasks (n-back/0-back). Additionally, the study examines the effectiveness of
various EEG channel selections (19, 21, 32, 256 channels) using a reliefF algorithm to
optimize channel selection [40].

4. Results

The model was run on an Intel® Core™ i7 processor, NVIDIA GeForce RTX 2070 GPU
(8 GB memory), Python 3.7, and TensorFlow 2.2. The statistical analysis was performed
using the Scikit-Learn module, visualizations of topomaps were developed using the
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MNE module, global efficiency plots were developed, and brain connectivity plots were
developed using the Matplotlib module. The ROC curves were plotted using Scikit-Learn
and Matplotlib modules. Scikit-Learn, MNE, and Matplotlib are Python modules (libraries).
Other figures were plotted on an Excel sheet.

4.1. Statistical Analysis

This study uses a two-sided t-test to explore the differences in BSL functional-connectivity
features across various EEG frequency bands (theta, alpha, beta, and gamma) when compar-
ing rest states against mental arithmetic tasks. The delta band had no significant differences
in rest vs. task. Therefore, the delta band was not investigated further in this study. This
analysis aims to identify statistically significant changes in brain activity patterns associated
with cognitive load. The degrees of freedom for our tests were set at 70, and a p-value
threshold of <0.05 was considered to determine statistical significance. The results of this
analysis are summarized in Table 1. For the alpha band, the difference in connectivity
features was 0.076. However, with a t-statistic of 1.809 and a p-value of 0.0748, this differ-
ence was not considered statistically significant at the 0.05 level, suggesting that beta band
activity does not significantly differ between rest and task conditions. The t-statistic and
p-values in theta, beta, and gamma bands between rest and task conditions indicate the
significant differences between the tasks in these frequency bands.

Table 1. BSL two-sided t-test for frequency bands.

Frequency Band Difference (Rest vs. Task) t-Statistic p-Value

Delta 0.094613317431321 2.9064863124854 0.0984324783123
Theta 0.130153031853969 3.1567605365934 0.00235352056178
Alpha 0.076217499646317 1.8087360091388 0.07478653690259
Beta 0.184088564061622 4.5157062410558 <0.01

Gamma 0.103185265750143 2.4786212696908 0.01560225463094

4.2. Reproducibility of Single Subject Inference (Spearman Correlation)

A Spearman correlation was calculated using and compared between two EEG trials
to verify whether the proposed BSL features are reproducible between the trials. The
highest correlation between the trials was found in the alpha band (0.98), followed by
gamma (0.92), theta (0.89), and beta (0.82) bands (see Figure 4). The Spearman correlation
was compared with state-of-the-art functional-connectivity features: leakage corrected
amplitude envelope correlation (AEC-c), graphical least absolute shrinkage and selection
operator (GLASSO), phase transfer entropy (PTE), and imaginary coherence (ImCoh). BSL
features had consistent results in all four frequency bands compared to state-of-the-art
functional-connectivity features.
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4.3. Behavioral Data Analysis

After performing the mental arithmetic task, the count of subtractions over 4 min and
their correctness was reported for each subject. The task performance is good only when
the subjects have accurately subtracted a two-digit subtrahend from the initial four-digit
number. Finally, the subjects were divided into good and bad performances (see Figure 5).
The mean number of subtractions for good performers is 21, and for bad performers, it is 7.
Subject 27 (female, age = 19) had the highest number of subtractions with 34 counts. The
least number of subtractions was performed by subjects 10 (female, age = 17) and 21 (female,
age = 20) with one count. The highest number of subtractions in the bad-performers group
is 10 (subject 30, male, age = 17).
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4.4. Performance of the Proposed Method with Different Frequency Bands

As mentioned in Section 3.3, subject 27 had the highest number of accurate subtrac-
tions (count: 34), and subjects 10 and 21 had the lowest number (count: 1). Therefore,
subjects 27 and 21 were selected to compare the frequency band activations and their corre-
sponding connectivity. Figure 6 displays topomaps of subjects 27 and 21 in theta, alpha,
beta, and gamma frequency bands (Figure 6a) and their corresponding functional connec-
tivity (Figure 6b). For ease of comparison, the topomaps and corresponding functional
connectivity are plotted at 6.4 s, when the subjects received the input numbers and started
to perform the mental arithmetic task (subtraction). The red-to-blue gradient indicates the
activity intensity, with red areas showing stronger activity and the blue regions showing
less activity.

The theta band displays higher activations in the frontal region in both subject 27 and
subject 21. However, the cortical activations decreased in subject 21 in the central, parietal,
and occipital regions compared to subject 27. The alpha band had higher activations in
the left hemisphere of the brain in subject 27, whereas the right hemisphere was highly
activated in subject 21. The beta band has higher activation throughout the brain in subject
27, whereas it is limited to frontal and right parieto-temporal regions in subject 21. Similar
activations are observed in the gamma band in subject 27, emphasizing higher activations
in the left hemisphere than in the right hemisphere in subject 21. For ease of comparison,
the functional-connectivity network is plotted at 6.4 s, corresponding to four frequency
bands in Figure 6a, and displayed in Figure 6b. The edge weight (ε) > 1.5 is considered to
optimize the connectivity plots across all frequency bands. The lines represent connections
(edges) with varying strengths: the thicker the line, the stronger the connectivity. The
sidebars next to each map may indicate the overall connectivity strength for each frequency
band, with green likely representing a standard or baseline level of connectivity and the
pink-to-purple scale indicating deviations from this baseline. The connectivity plots in
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Figure 6b align with the brain activations in Figure 6a. Higher connectivity is observed in
the frontal, central, and parietal regions in the left hemisphere in the good-performance
subject; this is compared to right hemisphere connectivity in the performance subject.
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4.5. Graph Theoretical Analysis

Global efficiency:
Global efficiency is a measure used in graph theory-based brain-network analyses

and indicates how efficiently information is exchanged over the network. The scatter
plots presented in Figure 7 illustrate a comparative study of global efficiency across four
frequency bands—theta, alpha, beta, and gamma—between subjects categorized based on
their performance in a cognitive task. The scatter plot for good-performance subjects on the
left exhibits global efficiency values predominantly ranging from approximately 0.3 to 0.8,
with the gamma band showing a particularly tight clustering around the 0.6 to 0.8 range.
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This suggests a robust association between high global efficiency in the gamma frequency
and enhanced cognitive processing. Conversely, the scatter plot for bad-performance sub-
jects on the right demonstrates a broader spread of values, mainly between 0.2 and 0.7,
with none reaching the efficiency peaks observed in the good-performance group. The
comparative dearth of higher efficiency values in the bad performers highlights a potential
correlation between lower global efficiency and suboptimal cognitive task execution. These
visual data insights thus offer a quantifiable link between the efficiency of neural connec-
tivity and cognitive performance levels, potentially guiding future interventions aimed at
cognitive enhancement.

Signals 2024, 5, FOR PEER REVIEW  14 
 

 

Figure 6. Topomap and corresponding connectivity graph of good- vs. bad-performance subjects in 
four frequency bands. (a) Topomaps of good- vs. bad-performance subjects at the onset of the task 
(6.4 s). (b) Connectivity maps of corresponding frequency bands of good- vs. bad-performance sub-
jects at 6.4 s. 

4.5. Graph Theoretical Analysis 
Global efficiency: 
Global efficiency is a measure used in graph theory-based brain-network analyses 

and indicates how efficiently information is exchanged over the network. The scatter plots 
presented in Figure 7 illustrate a comparative study of global efficiency across four fre-
quency bands—theta, alpha, beta, and gamma—between subjects categorized based on 
their performance in a cognitive task. The scatter plot for good-performance subjects on 
the left exhibits global efficiency values predominantly ranging from approximately 0.3 to 
0.8, with the gamma band showing a particularly tight clustering around the 0.6 to 0.8 
range. This suggests a robust association between high global efficiency in the gamma 
frequency and enhanced cognitive processing. Conversely, the scatter plot for bad-perfor-
mance subjects on the right demonstrates a broader spread of values, mainly between 0.2 
and 0.7, with none reaching the efficiency peaks observed in the good-performance group. 
The comparative dearth of higher efficiency values in the bad performers highlights a po-
tential correlation between lower global efficiency and suboptimal cognitive task execu-
tion. These visual data insights thus offer a quantifiable link between the efficiency of neu-
ral connectivity and cognitive performance levels, potentially guiding future interven-
tions aimed at cognitive enhancement. 

 
Figure 7. Global efficiency of BSL functional-connectivity graphs for good (left) vs. bad (right) per-
formance subjects in theta, alpha, beta, and gamma frequency bands. 

Clustering coefficient: 
The clustering coefficient, a quantitative network connectivity metric, gauges the ex-

tent to which nodes within a graph—here representing EEG channels—tend to cluster. 
The bar chart (Figure 8) depicts the clustering coefficients across EEG channels, delineat-
ing the contrast between subjects with good and bad performance on a cognitive task. As 
illustrated, the good-performance group exhibits notably higher clustering coefficients 
across a range of EEG channels, with the most pronounced differences observed at chan-
nels Fp1 (~0.005 for bad vs. ~0.035 for good), F8 (~0.007 for bad vs. ~0.045 for good), T5 
(~0.007 for bad vs. ~0.04 for good), and O1 (~0.005 for bad vs. ~0.035 for good). Conversely, 
channels such as Fp2, F3, and Fz show a less marked contrast, though the good-perfor-
mance group still maintains a lead. The coefficient disparity implies a more robust local 

Figure 7. Global efficiency of BSL functional-connectivity graphs for good (left) vs. bad (right)
performance subjects in theta, alpha, beta, and gamma frequency bands.

Clustering coefficient:
The clustering coefficient, a quantitative network connectivity metric, gauges the

extent to which nodes within a graph—here representing EEG channels—tend to cluster.
The bar chart (Figure 8) depicts the clustering coefficients across EEG channels, delineating
the contrast between subjects with good and bad performance on a cognitive task. As illus-
trated, the good-performance group exhibits notably higher clustering coefficients across a
range of EEG channels, with the most pronounced differences observed at channels Fp1
(~0.005 for bad vs. ~0.035 for good), F8 (~0.007 for bad vs. ~0.045 for good), T5 (~0.007 for
bad vs. ~0.04 for good), and O1 (~0.005 for bad vs. ~0.035 for good). Conversely, channels
such as Fp2, F3, and Fz show a less marked contrast, though the good-performance group
still maintains a lead. The coefficient disparity implies a more robust local connectivity
within the brain’s neural network among the high-performing subjects, potentially facilitat-
ing more effective cognitive processing. This relationship is especially evident in the frontal
and occipital regions—known for their roles in higher-order cognitive functions and visual
processing, respectively—where higher coefficients correlate with better task performance.
Conversely, the lower clustering coefficients observed in the bad-performance group across
channels such as Fp2 (~0.005), F3 (~0.01), and Fz (~0.015) suggest a less interconnected net-
work, which might contribute to their suboptimal cognitive task outcomes. These insights
emphasize the significance of localized brain network configurations in cognitive abilities
and task execution.

Betweenness centrality:
Betweenness centrality is a measure from graph theory that calculates how often a

node serves as a connecting point on the shortest route between two other nodes. In the
context of neural networks, it reflects the importance of a particular region in the flow of
information throughout the brain. The bar graph (Figure 9) depicts the mean betweenness
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centrality of EEG channels for subjects grouped into good- and bad-performance categories
based on their outcomes in a cognitive task measured across EEG channels. The good-
performance group demonstrates higher betweenness centrality at specific EEG channels,
suggesting that these nodes play a more central role in cognitive processing. For instance,
channel C3 shows a significant difference, with centrality peaking at approximately 0.016
for the good performers, compared to around 0.008 for the bad performers. Other channels,
such as F4 and T5, also show higher centrality in the good-performance group, with
values around 0.014 and 0.012, respectively, further suggesting a pattern where specific
brain regions are integral to efficient cognitive function. In contrast, the bad-performance
group generally exhibits lower betweenness centrality, implying a less-central role for these
nodes in their cognitive networks, which may relate to their poorer task performance.
The disparities in betweenness centrality between the two groups across various channels
provide insight into the structural and functional connectivity of the brain.
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4.6. Intrasubject Classification

A binary subject-specific (intrasubject) classification was performed by training, val-
idating, and testing the model for each subject using the BSL features. A 10-fold cross-
validation was performed to train, validate, and test the model. Subject 26 had the highest
classification accuracy in the beta band (98%) among all classifications. The theta band had
97% accuracy for subject 20, followed by the gamma band, which had 89% classification
accuracy for subject 05. Finally, the alpha band had an 85% classification accuracy for
subject 19. The good-performance subjects (Figure 10) had the highest classification accura-
cies compared to the bad-performance subjects (Figure 11). The sensitivity and specificity
results provided in Figure 12 offer insight into the model performance across individual
classes. The results suggest that the proposed model performed well in identifying the
negative cases (high specificity) and positive cases (high sensitivity). The beta band had
high sensitivity and specificity in all classifications, followed by theta, gamma, and alpha
bands. The receiver operating characteristic (ROC) curves are plotted for 10-fold cross-
validation in all four frequency bands for top classifications (Figure 13). The ROC curve
further represents that the model performance is consistent in all four frequency bands.
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4.7. Comparison with Different Functional-Connectivity Features

In the pursuit of advancing machine learning algorithms, this study explores functional-
connectivity features such as amplitude, spectral, and phase synchronizations, specifically
focusing on those corrected for spatial leakage, including AEC-c, ImCoh, and PTE. The
efficiency of the proposed model is evaluated alongside the graphical LASSO technique.
The independent classification of these connectivity features using the proposed GCN
model reveals, as shown in Table 2, that the BSL and imaginary coherence features achieve
over 90% accuracy, comparable to the proposed model’s highest classification accuracy for
any subject. AEC-c and graphical LASSO achieved above 85% accuracy, and PTE had the
lowest accuracy of 76%.

Table 2. Comparison of classification of BSL functional connectivity with state-of-the-art functional-
connectivity features using GCN classifier.

Features Accuracy (%)
(Best Classification)

Accuracy (%)
Average of All Subjects

AEC-c 89 ± 0.84 85 ± 0.67
ImCoh 90 ± 0.28 82 ± 0.32

PTE 76 ± 0.25 65 ± 0.16
Graphical LASSO 86 ± 1.26 79 ± 0.45

BSL (Theta) 97 ± 0.89 87 ± 1.78
BSL (Alpha) 86 ± 1.29 79 ± 2.13
BSL (Beta) 98 ± 1.98 91 ± 2.26

BSL (Gamma) 89 ± 1.13 80 ± 2.19

4.8. Comparison of the Proposed Feature Extraction Method with Different Classification Models

The proposed BSL algorithm’s efficiency was scrutinized by applying various classi-
fiers documented in the literature, including SVM, CNNs, k-NN, and LDA. SVM, k-NN,
and LDA are developed using Scikit-Learn in Python version 3.6. The architecture of the
CNN was developed using TensorFlow (version 2.2), as proposed in [41]. Table 3 details the
performance outcomes, with the GCN model achieving the highest classification accuracy
of 98% for the beta band and maintaining an average accuracy of 91% across subjects, thus
surpassing the efficiencies of the other classifiers examined. SVM attains the second-best
accuracy levels for both the highest-scoring subject and, on average, across all subjects,
followed by the CNN. However, k-NN and LDA had an accuracy below 60%.

Table 3. Comparison of classification of BSL features using GCN and other classifiers.

Classifier Accuracy (%)
Best Classification

Accuracy (%)
Average of All Subjects

SVM 85 72
CNN 76.9 68
k-NN 59 53
LDA 57 42

proposed model 98 ± 1.98 91 ± 2.26

4.9. Comparison with State-of-the-Art Methods

Table 4 compares various machine learning approaches for classifying EEG data
for mental arithmetic tasks, highlighting the diversity in feature extraction techniques,
classifiers, and the achieved accuracies. Ref. [42] utilizes mean segmented samples and
standard deviation as features and applies an SVM (support vector machine) classifier,
achieving an accuracy of 92.5%. Ref. [43] learn directly from raw EEG data using ANNs
(artificial neural networks) and LSTM (long short-term memory) networks, with 96.8% and
94% accuracy, respectively. This approach emphasizes the effectiveness of deep learning
models in handling raw EEG data. Ref. [1] explores time-domain and frequency-domain
features and uses a Gaussian Naïve Bayes classifier, resulting in an 85% accuracy. This
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indicates a focus on both temporal and spectral characteristics of EEG signals. Ref. [44]
works with frequency domain features, spectral entropy, and Shannon entropy, employing
neural networks for classification, which yields an 88.8% accuracy. These entropy-based
features indicate the complexity and information content in EEG signals. Ref. [45] adopts
neighborhood component analysis as their feature extraction technique and uses KNNs
(K-nearest neighbors) for classification, obtaining a 77.3% accuracy. This approach focuses
on reducing dimensionality while preserving the structure necessary for classification.
Ref. [46] utilizes multivariate multiscale entropy as features and an SVM classifier, achieving
a 90% accuracy. This method assesses the complexity of EEG signals at multiple scales,
highlighting the signal’s dynamic behavior. Ref. [47] focuses on PSD (power spectral
density) features and uses EEG-TopoNet for classification, with an accuracy of 94.2%.
This innovative approach likely leverages topological data analysis or network-based
features derived from PSD. The proposed method utilizes BSL features and a GCN classifier,
reporting the highest classification accuracy among all subjects at 98% and an average
accuracy of 91%. Therefore, the results suggest that the proposed method outperforms the
other listed techniques in terms of both individual and average classification accuracies.

Table 4. Comparison of the proposed method with state-of-the-art methods in classifying mental
arithmetic tasks.

Paper Features Classifier Accuracy (%)

Karnan et al. [42] Mean segmented samples and
std. deviation SVM 92.5

Nirde et al. [43] Learn directly from raw
EEG data

ANN
LSTM

96.80
94

Debatri et al. [1] Time domain and
frequency domain Gaussian Naïve Bayes classifier 85

Samal et al. [44] Frequency domain, spectral
entropy, Shannon entropy Neural networks 88.8

Islam et al. [45] Neighborhood
component analysis KNN 77.3

Kawser et al. [46] Multivariate
multiscale entropy SVM 90

Ramaswamy et al. [47] PSD EEG-TopoNet 94.2

Proposed method BSL GCN

98 (highest classification
accuracy among all subjects)

91 (average of all
classification accuracies)

4.10. Ablation Study with Other Datasets
4.10.1. Ablation Dataset-1

Reproducibility of functional connectivity: In this investigation, a one-way ANOVA
was conducted to evaluate three cognitive tasks: subtraction, music, and memory, with a
significance threshold set at a p-value of <0.05. The analysis showed significant variations
in the beta and theta frequency bands’ powers among subjects performing different tasks,
with p-values of 0.015 and 0.045, respectively. Across different participants, both beta and
theta bands showed notable differences, with p-values of 0.0089 and <0.005, respectively.
The alpha band also exhibited significant differences between participants (p < 0.001) and
was marginally significant within subjects (p = 0.069). The delta band had a p-value close to
the threshold at approximately 0.054, while the gamma band was statistically significant,
recording a p-value of 0.0012. Therefore, all frequency bands were included in the analysis
of this dataset. The reproducibility analysis (Spearman correlation) revealed that the BSL
connectivity metrics exhibited high reliability, particularly in the alpha band, where a
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correlation of 0.95 was observed (see Figure 14). This was followed by similarly robust
results in the beta band, with a correlation of 0.93, and the theta band, with a correlation
of 0.87.
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Intrasubject classification: Table 5 provides a detailed summary of classification
outcomes across various EEG frequency bands—alpha, beta, gamma, delta, and theta—for
the top-performing classifications in each band, as evaluated by accuracy, sensitivity,
specificity, and the Kappa coefficient. In the alpha band, subjects 19 and 49 achieved the
highest classification accuracy, each scoring 0.97. In the beta band, subject 06 stood out
with an impressive accuracy of 0.93 and a sensitivity rate of 0.9. The gamma band saw
subject 15 reaching the top classification accuracy of 0.91. For the delta band, subjects 34
and 55 both recorded the highest accuracy at 0.86. Lastly, in the theta band, subjects 14 and
19 demonstrated exceptional classification accuracy, scoring 0.96.

Table 5. Accuracy, sensitivity, specificity, and kappa coefficients of top five classifications in alpha,
beta, gamma, delta, and theta frequency bands for ablation-dataset-1.

Frequency Bands Subjects Accuracy Sensitivity Specificity Kappa

Alpha

Sub 19 0.97 0.96 0.94 0.9
Sub 49 0.97 0.98 0.94 0.94
Sub 01 0.96 0.92 0.98 0.92
Sub 06 0.96 0.94 0.96 0.9
Sub 13 0.96 0.98 0.94 0.92

Beta

Sub 06 0.93 0.9 0.92 0.82
Sub 04 0.92 0.88 0.96 0.84
Sub 07 0.92 0.88 0.94 0.82
Sub 10 0.92 0.86 0.94 0.8
Sub 24 0.92 0.92 0.9 0.82

Gamma

Sub 15 0.91 0.92 0.86 0.78
Sub 38 0.9 0.88 0.9 0.78
Sub 09 0.89 0.88 0.88 0.76
Sub 25 0.89 0.94 0.84 0.78
Sub 34 0.89 0.88 0.9 0.78
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Table 5. Cont.

Frequency Bands Subjects Accuracy Sensitivity Specificity Kappa

Delta

Sub 34 0.86 0.9 0.8 0.7
Sub 55 0.86 0.84 0.82 0.66
Sub 13 0.85 0.84 0.84 0.68
Sub 23 0.85 0.88 0.8 0.68
Sub 46 0.85 0.86 0.82 0.68

Theta

Sub 14 0.96 0.96 0.94 0.9
Sub 19 0.96 0.92 0.96 0.88
Sub 07 0.95 0.92 0.94 0.86
Sub 17 0.95 0.94 0.94 0.88
Sub 23 0.94 0.92 0.94 0.86

Comparison with traditional functional-connectivity features: Table 6 evaluates the
model’s performance using various functional-connectivity features, illustrating the classi-
fication accuracy of each method across different frequency bands. The graphical LASSO,
PTE, and BSL methods achieved individual classification accuracies exceeding 90% in the
theta, alpha, beta, and gamma bands. In contrast, AEC-c and ImCoh recorded slightly lower
accuracies, at 86% and 89%, respectively. Furthermore, when considering the average clas-
sification accuracies for all subjects, graphical LASSO and BSL demonstrated outstanding
performance, surpassing 90% accuracy in both theta and alpha frequency bands.

Table 6. Performance comparison of functional-connectivity metrics using the proposed classification
model (GCN) for ablation-dataset-1.

Features Accuracy (%)
(Best Classification)

Accuracy (%)
Average of All Subjects

AEC-c 86 ± 1.23 80 ± 2.47
ImCoh 89 ± 5.39 85 ± 6.28

PTE 92 ± 0.25 89 ± 0.16
Graphical LASSO 94 ± 1.26 90 ± 0.45

BSL (Delta) 86 ± 1.89 81 ± 5.29
BSL (Theta) 96 ± 3.42 90 ± 2.52
BSL (Alpha) 97 ± 1.29 92 ± 2.13
BSL (Beta) 93 ± 1.98 88 ± 1.23

BSL (Gamma) 91 ± 1.13 85 ± 2.19

Comparison with different classifiers: Table 7 details the classification performance of
BSL features when used with various classifiers. Among the classifiers evaluated, the GCN
stands out as the proposed method. Following the GCN, the CNN achieved the highest
individual classification accuracy at 92% and an average accuracy of 83%. SVM and k-NN
also showed commendable accuracies of 85% and 75%, respectively. LDA recorded the
lowest performance, with a classification accuracy of 69%.

Table 7. Performance comparison of the proposed BSL functional-connectivity classification with
other classifiers for ablation-dataset-1.

Classifiers Best Subject Average of All Subjects

LDA 69 ± 2.66 57 ± 0.59
SVM 85 ± 0.76 79 ± 1.96
CNN 92 ± 0.12 83 ± 2.21
k-NN 75 ± 0.80 70 ± 2.66

proposed 97 ± 1.29 92 ± 2.13
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4.10.2. Ablation Dataset-2

Reproducibility of functional connectivity: Figure 15 highlights the correlation coef-
ficients across EEG frequency bands, showing the alpha band leading with a correlation
of 0.95, followed by theta at 0.92, gamma at 0.87, beta at 0.79, and delta at 0.73. These
correlations were assessed against established functional-connectivity metrics: AEC-c,
GLASSO, PTE, and ImCoh. The BSL features maintained consistent performance across all
bands compared to these traditional metrics. The alpha and theta bands exhibited reliable
reproducibility across all tested functional-connectivity metrics.
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Figure 15. Spearman correlation of functional-connectivity metrics in alpha, beta, theta, gamma, and
delta frequency bands for ablation-dataset-2.

Performance of the proposed method with selected channels: This section examines
the influence of EEG channel selection on classification accuracy as identified in studies
utilizing the reliefF algorithm [40]. Different channel configurations analyzed include:

• Nineteen channels: Fp1, Fp2, F7, F3, Fpz, F4, F8, C3, Cz, C4, P3, Pz, P4, O1, O2, T3, T4,
T5, T6.

• Twenty-one channels: Adds Fpz and Oz to the nineteen-channel setup.
• Thirty-two channels: Includes additional midline and parietal channels such as F1, F2,

F5, F6, FCz, C5, C6, CP1, CP2, CP5, CP6, P1, P2, TP7, TP8, POz, O11h, O12h.

Table 8 presents the classification accuracy of a specific method applied to EEG data
across five frequency bands: delta, theta, alpha, beta, and gamma. The evaluation spans
four EEG configurations with different channel counts: 19, 21, 32, and 256 channels. Results
show that the 19-channel setup achieves the highest accuracy in all frequency bands except
for delta, where the 21-channel setup excels slightly. However, as the number of channels
increases to 32, there is a noticeable decline in accuracy across all bands, most markedly in
the beta band. Expanding to 256 channels leads to a substantial decrease in accuracy in all
bands, indicating potential issues with scaling or increased noise and complexity from the
larger array of channels.

Notably, the alpha and theta bands demonstrate the highest accuracies with the 19
and 21-channel setups, suggesting these bands are more stable and reliable for the method
used, particularly in configurations with fewer channels. Given these observations, further
analyses in this study will focus on the 19-channel EEG setup and continue examining the
theta, alpha, and gamma bands due to their superior performance, while the delta and beta
bands, which showed poorer results, will be less emphasized.
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Table 8. Performance (accuracy %) of the proposed method with selected channels for ablation-
dataset-2.

Frequency
Bands 19-Channel 21-Channel 32-Channel 256-Channel

Delta 74.8 75.6 66.8 23.5
Theta 90.69 85.67 72.9 39
Alpha 93.86 92.68 75.34 46
Beta 82.98 77.86 54.38 22

Gamma 89.67 79.82 62.83 25

Male vs. female performance analysis: The dataset comprises EEG data from twenty
participants, split evenly between ten males and ten females. Female participants are
between 21 and 40 years old, while male participants range from 20 to 38. Subject 3, aged
40, and subject 13, aged 38, had already obtained university degrees at the time of data
collection, whereas the remainder were university students. Subject 17 recorded the highest
accuracy in the theta band at 91%, as shown in Figure 16. The lowest theta band accuracy
was observed for subject 12 at 81%. In the alpha band, subject 09 achieved the highest
classification accuracy, approximately 94%, while subject 12 again showed the lowest
accuracy. For the gamma band, subject 06 had the lowest classification accuracy at 80%,
while subject 10 exhibited the highest at 90%. The theta band was particularly notable for
its high sensitivity and specificity in classifications, as highlighted in Figure 17. The ROC
curves, detailed in Figure 18, demonstrate the model’s consistent performance across the
theta, alpha, and gamma bands.
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Comparison with other functional-connectivity features: Table 9 shows that the AEC-
c and proposed BSL features achieve over 85% accuracy, followed by graphical LASSO,
which has an accuracy of 82%. ImCoh has the lowest classification accuracy of 67%.

Comparison with different classification models: Table 10 details the performance of
the proposed model with other classifiers in classifying BSL features. The CNN achieves the
highest classification accuracy of 90%, next to the GCN (proposed model), which achieves
94%. SVM stands next to the CNN, with 89%, and the lowest classification accuracy is with
a k-NN (62%).
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Table 9. Performance comparison of functional-connectivity metrics using the proposed classification
model (GCN) for ablation-dataset-2.

Features Accuracy (%)
(Best Classification)

Accuracy (%)
Average of All Subjects

AEC-c 86 ± 0.79 82 ± 1.76
ImCoh 67 ± 0.42 56 ± 2.23

PTE 77.5 ± 0.52 72 ± 1.59
Graphical LASSO 82 ± 1.26 77 ± 1.64

BSL (Theta) 91 ± 0.89 86.25 ± 1.03
BSL (Alpha) 94 ± 1.29 87.35 ± 1.27

BSL (Gamma) 90 ± 1.98 84 ± 2.26
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Table 10. Performance comparison of the proposed BSL functional-connectivity classification with
other classifiers for ablation-dataset-2.

Classifier Accuracy (%)
Best Classification

Accuracy (%)
Average of All Subjects

SVM 89 ± 0.33 72 ± 3.48
CNN 90 ± 0.68 86 ± 0.14
k-NN 62 ± 0.37 58 ± 2.55
LDA 72 ± 0.47 68 ± 0.08

Proposed model 94 ± 1.29 87.35 ± 1.27

5. Discussion

This study presented a novel framework for classifying mental-arithmetic-task load
using BSL features and the GCN classification model. Our approach demonstrated superior
performance in distinguishing between rest vs. mental arithmetic tasks, as evidenced by
the high classification accuracies across different EEG frequency bands. These findings
underscore the potential of dynamic EEG functional-connectivity analysis, combined with
advanced machine learning models, for understanding cognitive load and brain network
dynamics during mental arithmetic tasks.

The statistical analysis, revealing significant differences in connectivity features across
various frequency bands (theta, alpha, beta, and gamma), highlights the complexity of
brain function during mental arithmetic tasks. Notably, the accuracy in the theta and beta
bands suggests that specific frequencies are more indicative of cognitive load changes—a
finding that could inform targeted interventions for cognitive enhancement. Furthermore,
the comparison with state-of-the-art methods reveals the superiority of the proposed GCN
model over traditional machine learning algorithms. This underscores the potential of
advanced neural network architectures in handling EEG spatial and temporal complexities,
providing a more accurate representation of brain activity. The reproducibility assessment
conducted through Spearman correlation demonstrated the high consistency of the pro-
posed BSL features across trials, suggesting robust feature stability. Compared to other
state-of-the-art functional-connectivity features, this high reproducibility across different
frequency bands indicates the reliability of BSL features in capturing the dynamic changes
in brain connectivity. The consistent results in all four frequency bands reinforce the effec-
tiveness of the proposed BSL features for analyzing EEG data in cognitive tasks, offering a
promising tool for brain connectivity studies.

The study compares traditional functional-connectivity methods AEC-c, ImCoh, PTE,
and graphical LASSO with the proposed BSL algorithm. AEC-c is widely used in functional-
connectivity analysis to measure the synchronization between the amplitude envelopes
of brain signals across different regions. The correction for spatial leakage makes AEC-c a
robust measure against false connectivity patterns caused by volume conduction or signal
mixing [24]. Comparing BSL with AEC-c allows us to demonstrate the ability of BSL to
capture true functional connectivity without being affected by such artifacts. ImCoh is
selected for its effectiveness in mitigating the influence of volume conduction by focusing
on the imaginary part of the coherence spectrum. This method provides insights into
true oscillatory interactions between brain regions, free from the confounding effects of
signal mixing [25]. The comparison with ImCoh highlights BSL’s competence in identifying
genuine neural interactions, potentially with greater specificity or sensitivity. PTE quanti-
fies the directional flow of information between brain regions, offering insights into the
effective connectivity that underpins cognitive processes [13]. Its inclusion in the compara-
tive analysis emphasizes BSL’s capacity to capture dynamic changes in brain connectivity
patterns, including directional interactions, which are crucial for understanding cogni-
tive task performance. Graphical LASSO is a regularization technique that infers sparse
graphical models, making it suitable for elucidating the underlying network structure from
high-dimensional data such as EEG [14]. By comparing BSL with graphical LASSO, you
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underscore the adaptability and efficiency of BSL in modeling complex brain networks
with potentially fewer assumptions and constraints.

By selecting these diverse methods for comparison, the study ensures a comprehensive
evaluation of BSL across various dimensions of functional-connectivity analysis, including
robustness to artifacts (AEC-c, ImCoh), directional connectivity (PTE), and network sparsity
(graphical LASSO). These methods are well-established in the literature, providing a solid
benchmark to demonstrate the advancements or unique contributions of the BSL algorithm
in capturing the dynamic functional connectivity of the brain during cognitive tasks. This
comparison highlights BSL’s innovative approach to estimating dynamic EEG functional
connectivity, showcasing its potential superiority in accuracy, reliability, and the capture of
complex connectivity patterns. This structured comparison validates the effectiveness and
novelty of the BSL algorithm and contributes to the broader discourse on methodologies
for EEG functional-connectivity analysis, offering insights that may guide future research
in the field.

The behavioral data analysis provided insights into subjects’ performance on the
mental arithmetic task, revealing a clear distinction between good and bad performers
based on the number of correct subtractions. This differentiation validates the experimental
design and suggests a potential correlation between the subjects’ cognitive load capacity
and their arithmetic task performance. The observed variance in performance could be
reflective of individual differences in working memory capacity, attentional resources,
and mental efficiency, highlighting the importance of considering behavioral outcomes
alongside neural data for a comprehensive understanding of cognitive task effects.

The exploration of EEG brain activations during mental arithmetic tasks has unveiled
significant insights into the neural substrates of cognitive processes. One notable finding is
the increased activity in the left limbic lobe, particularly within the beta frequency band,
in individuals who exhibit superior performance in mental arithmetic. This observation
suggests the limbic lobe’s involvement in critical functions such as visuospatial processing,
memory retrieval for arithmetic facts, and emotional regulation during cognitive tasks [48].
This aligns with the broader understanding of the brain’s adaptability and specialization in
response to complex cognitive demands.

Further investigations into EEG signal characteristics, such as power spectral density
and coherence during mental arithmetic, have distinguished individuals based on task
performance. Fourier analysis studies have categorized participants as good or poor coun-
ters, illustrating how EEG metrics can be reliable indicators of cognitive task engagement
and efficiency [27]. This differentiation highlights the potential of EEG in personalizing
learning and cognitive training programs by identifying individual strengths and areas for
improvement.

The application of connectivity analyses like directed transfer function (DTF) and
generalized partial directed coherence (GPDC) provided more profound insights into the
functional network dynamics of the brain during arithmetic reasoning. Such methodolo-
gies have pinpointed specific frequency bands, notably Beta2 (15–22 Hz), as critical for
distinguishing between mental arithmetic tasks and baseline states, achieving classifica-
tion accuracies up to 89%. This underscores the intricate web of neural interactions that
underpin mathematical cognition and its dependency on effective inter-regional communi-
cation [49].

Moreover, recent advancements in EEG analysis techniques, including using the
generalized Higuchi fractal dimension spectrum (GHFDS), have significantly enhanced
the accuracy of recognizing mental arithmetic tasks from EEG signals. Researchers have
improved task recognition accuracy by combining GHFDS with other features, such as
power spectrum density and statistical features, paving the way for more sophisticated
brain-computer interfaces that can adapt to the user’s cognitive state in real time [50].

In summary, integrating these findings into our discussion not only reinforces the
validity of our results but also highlights the complexity of the neural mechanisms involved
in arithmetic cognition. By drawing on diverse analytical techniques and findings from the
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broader literature, we can better understand the multifaceted nature of brain activity during
mathematical tasks. This synthesis contributes to the academic discourse on cognitive
neuroscience and suggests practical implications for educational strategies and clinical
assessments, paving the way for future interdisciplinary research in this field.

Applying graph theoretical measures such as global efficiency, betweenness centrality,
and clustering coefficient to the EEG data analysis offers a novel perspective on the organi-
zation and functionality of brain networks during cognitive tasks. The association between
higher global efficiency and clustering coefficients in good performers and enhanced cogni-
tive processing capabilities suggests that these graph measures could be valuable indicators
of cognitive efficiency [51]. The high classification accuracies achieved using the proposed
BSL features across different frequency bands underscore the potential of machine learning
models, specifically GCN, in distinguishing between high and low cognitive load states
at an individual level. This capability is particularly promising for developing adaptive
cognitive training and neurofeedback systems, where real-time cognitive load assessment
can be used to adjust task difficulty or provide feedback to optimize learning and cognitive
performance. The comparative analysis of different functional-connectivity features high-
lights the superiority of the proposed BSL features, mainly when used in conjunction with
the GCN model. This comparison validates the effectiveness of the proposed method in
accurately classifying mental arithmetic task-related cognitive load. It underscores the im-
portance of selecting appropriate functional-connectivity features and classification models
to capture the complex dynamics of brain connectivity during cognitive tasks.

The manuscript reviews and confirms the effectiveness of the BSL and GCN methods
by applying them to other ablation datasets. This validation process is crucial for assessing
both the consistency and reproducibility of these methodologies across different datasets.
Such a rigorous testing framework ensures that the approaches are robust and reliable
when faced with varying data conditions.

Limitations: This paper performs a subject-specific classification; therefore, the model
needs to train and classify each subject dataset individually. The findings presented in
this manuscript are specific to the computational setting used for this study. Therefore,
outcome variations may occur when employing k-fold cross-validation in different com-
putational settings. The study’s findings are based on a dataset of 36 healthy subjects
with a mean age of 18, which may limit the generalizability of the results to broader pop-
ulations, including different age groups or subjects with neurological conditions. While
the manuscript validates the consistency and reproducibility of BSL and GCN methods
across different ablation datasets, it suggests that additional analysis is necessary to explore
cognitive behavior thoroughly. Future studies could expand the participant pool to include
broader demographic and clinical populations to validate the proposed methods across
diverse groups. The discussion section discusses only the results of the mental arithmetic
task dataset.

6. Conclusions

This paper presents a BSL algorithm to calculate the dynamic functional connec-
tivity of an EEG for mental arithmetic tasks. In addition, a GCN classification model
using functional-connectivity features is presented to perform subject-specific classification
for rest vs. task EEGs. The proposed method outperforms the traditional functional-
connectivity-based classification methods in sensor space. The proposed BSL functional-
connectivity algorithm efficiently captured rest vs. task features in the beta band and
achieved the highest subject-specific classification accuracy of 98%, with an average of
91%. In addition, the paper emphasizes the importance of exploring different frequency
bands and respective functional-connectivity features for mental arithmetic tasks. Although
the behavioral results suggest that the good-performance subjects had higher activity in
different frequency bands, further investigation is needed on the functional-connectivity
patterns of good- vs. bad-performance subjects.



Signals 2024, 5 323

7. Future Work

In our manuscript, we have demonstrated the efficacy of our proposed method within
the context of a specific dataset focused on mental arithmetic tasks as a measure of WM.
We acknowledge the importance of evaluating the generalizability and robustness of our
method across a broader range of datasets to fully understand its applicability and lim-
itations in capturing the complexities of WM functions. Thus, a significant direction for
our future work involves extending this research to include diverse WM datasets, encom-
passing different cognitive tasks, subject demographics, and experimental conditions. This
will enable us to test the adaptability of our approach to various WM models and identify
any modifications necessary to maintain high accuracy and reliability in classification and
analysis. Additionally, by exploring datasets with varying characteristics, we aim to refine
our method’s capability to handle the subtleties of EEG data analysis in WM research,
ultimately contributing to a more nuanced understanding of neural connectivity patterns
associated with cognitive processing. Through this extended investigation, we anticipate
providing valuable insights into the neural underpinnings of WM and offering a robust,
validated tool for researchers in the field of cognitive neuroscience.
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