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Abstract: Predicting bankruptcy within selected industries is crucial because of the potential ripple
effects and unique characteristics of those industries. It serves as a risk management tool, guiding
various stakeholders in making decisions. While artificial intelligence (AI) has shown high success
rates in classification tasks, it remains uncertain whether its use significantly enhances the potential
for early warning of impending problems. The following question arises: will classical methods
eventually replace the effectiveness of these advanced techniques? This paper sheds light on the
fact that even classical methods continue to achieve results that are not far behind, highlighting
their enduring importance in financial analysis. This paper aims to develop bankruptcy prediction
models for the chemical industry in Slovakia and to compare their effectiveness. Predictions are
generated using the classical logistic regression (LR) method as well as AI techniques, artificial neural
networks (ANNs), support vector machines (SVMs), and decision trees (DTs). The analysis aims to
determine which of the employed methods is the most efficient. The research sample consists of circa
600 enterprises operating in the Slovak chemical industry. The selection of eleven financial indicators
used for bankruptcy prediction was grounded in prior research and existing literature. The results
show that all of the explored methods yielded highly similar outcomes. Therefore, determining
the clear superiority of any single method is a difficult task. This might be partially due to the
potentially reduced quality of the input data. In addition to classical statistical methods employed
in econometrics, there is an ongoing development of AI-based models and their hybrid forms.
The following question arises: to what extent can these newer approaches enhance accuracy and
effectiveness?

Keywords: bankruptcy; prediction; logistic regression; artificial intelligence; artificial neural networks;
support vector machine; decision tree

1. Introduction

In financial decision making, the ability to predict bankruptcy or anticipate challenges
in meeting financial obligations holds paramount importance (Brygała 2022). The conse-
quences of financial failure have a significant impact on creditors. Therefore, the importance
of prediction has enormously increased in recent decades. Accurate prediction offers var-
ious advantages, such as an increased debt collection rate and reduced costs in credit
analysis, among others (Korol 2019). Bankruptcy often manifests as a longer term outcome
with unclear indications. Artificial intelligence (AI) has the capability to detect hidden
patterns signaling this condition, necessitating the analysis of a larger volume of data and
studying their behavior under varied conditions. This study aims to compare the results
of the most widely used AI methods and logistic regression in the specific context of the
chemical industry in the Slovak Republic, a crucial component of the country’s economy.
Using identical input data, the objective is to provide an objective comparison of the out-
comes generated by each method. The selection of predictors undergoes rigorous analysis,
considering a wide array of frequently used indicators. This paper presents an original
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solution tailored to a narrowly specialized environment, with potential applicability in
other countries and time periods, encouraging broader comparisons and deeper investiga-
tions into the problem. As noted by Brygała (2022), the efficiency of logistic regression with
unbalanced data is lower than with balanced data. Given the low proportion of bankrupt
samples, developing accurate prediction models remains a challenge (Garcia 2022), high-
lighting the difficulty of obtaining high quality and sufficient data. Research on bankruptcy
prediction models is undoubtedly crucial. A high number of failures could be devastating
for the business sector. The model’s performance strongly depends on the used tools.
Most studies choose a model based on its popularity or professional background. Only a
few works (e.g., Altman 1968; Ohlson 1980) focus on expert analysis with the creation of
their own model. The reason may be the lack of a comparison of the relative performance
of the tools with respect to the required prediction criteria (Alaka et al. 2018). There are
numerous statistical methods available for detecting the potential risk of bankruptcy, with
logistic regression being the most widely used and yielding good results. In an effort to
enhance accuracy, AI-based techniques are gaining prominence. While these methods hold
the promise of improvement, some studies indicate minimal or no increase in accuracy.
According to du Jardin (2018), the classical model reflects a rather elementary view of
bankruptcy, treating it as the outcome of a historical process independent of time, reducible
to a specific set of measures. However, in reality, businesses with similar financial profiles
exhibit different failure rates. Some of them demonstrate greater adaptability and resilience
to failure, often developing this capability at the onset of potential failure. Factors that can
only be analyzed over time elude the grasp of traditional models.

Standard and previously proposed models are often unsuitable as they do not account
for the specific nuances of a particular environment. A notable contribution of this study is
the proposal of specific models tailored to the chemical industry of the Slovak Republic,
enhancing the potential of financial management within this sector. These models can
function as an early warning system for potential bankruptcy, benefiting both creditors
and the company’s management. Going beyond the standard prediction of one year before
bankruptcy, this study also provides predictions two years in advance, allowing for early
problem identification. Furthermore, this extended prediction horizon serves as a bench-
mark for comparing the effectiveness of various prediction methods. A similar comparative
approach can be found in the work of Aker and Karavardar (2023), where they attempt
to predict bankruptcy even three years in advance. Additionally, Gavurova et al. (2022)
propose models for similar conditions, specifically within the engineering and automotive
industry in Slovakia.

The entire principle of prediction models is based on finding a function that separates
bankrupt from non-bankrupt samples with the highest possible reliability. Basic tasks
in the field of bankruptcy prediction may include the following: (i) defining criteria for
bankruptcy; (ii) selecting (searching for) predictive indicators; (iii) selecting (searching for) a
method (model) capable of distinguishing a bankrupt company (prediction); (iv) evaluating
(comparing) the success of models and the cost of misclassification.

The field of bankruptcy prediction remains relatively unexplored due to the ab-
sence of the exact application procedure for specific conditions. Numerous models have
been developed for particular conditions, industries, countries, and diverse businesses
(Kliestik et al. 2023; Nagy et al. 2023). When applied, it is unclear which one is the most
appropriate or the most effective to use for the specific data types, industries, or conditions.
According to Alaka et al. (2018), the number of applications is inappropriate, highlighting
the need for a systematic comparison of models. Effective models are lacking and create a
research gap for specific industries (Chen et al. 2021).

The chemical industry is an important component of the Slovak economy. A bankruptcy
model for the current conditions of this specific industry and country is missing. To fill this
research gap is one of the motivations of this paper.

This paper aims to develop bankruptcy prediction models for the chemical industry
in Slovakia and to compare their effectiveness. Predictions are generated using the classical
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logistic regression (LR) method as well as AI techniques (artificial neural networks (ANNs),
support vector machines (SVMs), and decision trees (DTs)). The analysis aims to determine
which of the employed methods is the most efficient. A range of frequently used financial
and economic indicators were analyzed to formulate the models. Out of these, 11 predic-
tors were identified by the authors as pivotal for prediction. Notably, AV/S, E/TA, ROA,
and TD/E exhibited the highest informative value in explaining the dependent variable.
The dataset initially comprised 1221 companies in 2020 and 1206 in 2019, all operating in the
chemical industry. Following meticulous preprocessing, the data were refined to 608 sam-
ples for 2020 and 605 for 2019. All models demonstrated an overall prediction accuracy
exceeding 95%, positioning them as effective and relatively reliable. Minimal differences
among the methods prevented a clear assessment of superiority for any specific model.

The reminder of this paper is organized as follows. In the next section, we provide
a literature review. Next, we present the data and used methods. The presentation of the
results and a discussion follows. The final section summarizes our findings, the limitations
of our research, and possibilities for future research.

2. Literature Review

Prediction begins by comparing indicators of healthy and bankrupt enterprises
(Fitzpatrick 1932), followed by discriminant analysis (Fisher 1936) and fuzzy set tech-
niques (Zadeh 1965). One of the most well-known and frequently used models to date is
the univariate analysis by Beaver (1966) and the z-score by Altman (1968). Furthermore,
the popularity of discriminant analysis has increased due to work in the finance field by
Taffler (1982). However, these conventional methods have limitations related to linearity,
normality, and multicollinearity. The next stage of development involves the application
of statistical methods such as logit (Ohlson 1980) and probit (Zmijewski 1984). With the
advancement in technology, AI-based methods have emerged, and the work of Odom and
Sharda (1990) is considered a pioneer in the prediction field using ANNs.

While bankruptcy can occur suddenly due to unexpected events, it is often possible to
predict it by using the appropriate methods. Estimation errors can be caused by unreliable
accounting statements, where data might be intentionally or unintentionally distorted
(Mućko and Adamczyk 2023). Despite the extensive research, determining the superiority
of any method remains unclear (Shin et al. 2005). Most models achieve high accuracy in the
short term but experience significant declines over time (Korol 2019).

A common problem is sample imbalance which results in inaccurate predictions.
Prediction errors have a negative impact on the company’s financial health. Addressing
sample imbalance in classification tasks can be approached through data-level techniques,
algorithm-level adjustments, or hybrid methods. Preprocessing, which involves changing
(reducing or increasing) the size of sets and equalizing their distribution, is also a simple
and effective method. Oversampling is more commonly used (e.g., Chawla et al. 2002;
Garcia 2022), while undersampling techniques receive less attention (Wang and Liu 2021;
Brygała 2022). Zoričák et al. (2020) investigated sample imbalance in small and medium
enterprises.

In their systematic study, Alaka et al. (2018) categorized the criteria for bankruptcy
models into three fundamental categories:

1. Result criterion (model accuracy and interpretation of results);
2. Data criterion (sample size, dispersion, and variable selection);
3. Model properties criterion (design time, assumptions, variable relationship, etc.).

Finally, they compared the frequency of the usage of the individual methods. The high-
est frequency is achieved by ANNs (25%), followed by LR (20%) and SVMs (16%). Each of
these methods has its own strengths and weaknesses. It can be concluded that no single
model stands out as clearly superior when considering all of the identified bankruptcy criteria.

Shin et al. (2005) compared the results of SVMs and ANN-B, highlighting the higher
accuracy of SVMs, especially when dealing with a small number of samples. When a
large number of training sets are available, the results become comparable. Iturriaga and
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Sanz (2015) proposed a hybrid model combining ANNs and a self-organizing map (SOM).
This hybrid model predicts bankruptcy using ANNs one year prior to the event and
applies the model to data from 2 and 3 years before the bankruptcy. They then created a
SOM by combining the results, which provides a visual representation of the various risk
profiles. They compared their results with discriminant analysis, LR and SVMs, showing
the predominance of ANN accuracy.

Korol (2019) introduced a model for EU companies comparing the fuzzy sets, ANN,
and DT methods. The evaluation included assessing efficiency drop up to 10 years before
bankruptcy. Ptak-Chmielewska (2019) compared LR, SVMs, Boosting, ANNs, and DTs,
finding that LR’s performance matches that of the other methods like SVMs and DTs.
Wang and Liu (2021) investigated the impact of the sample imbalance on the accuracy and
proposed an undersampling method using SVMs, LR, neural networks, linear discriminant
analysis, and random forest, among others. Brygała (2022) addressed sample imbalance
and tested LR. Chen et al. (2021) developed a hybrid model that selects the most suitable
prediction type (Naive Bayes, K-nearest neighbor, DTs, bagging, or LR) based on the data.
They achieved the best results with DTs and LR, while bagging performed the worst.
Korol (2021) and Korol and Fotiadis (2022) compared classical methods of multivariate
discriminant analysis, LR and DTs, with LR emerging as the dominant performer.

3. Materials and Methods
3.1. Data

The dataset comprised enterprises from the Slovak chemical industry, sourced from the
Register of Financial Statements of the Slovak Republic for the years 2019–2021. Slovakia
belongs to the industrialized countries. Slovak industry employs more than 23% of the
population, and its share in GDP has averaged 23% (21.4–24.3%) over the last ten years.
The chemical industry in Slovakia, even if it is not the largest industry, forms a significant
part of it because it is among the most profitable (in 2022, it was the most profitable; in 2021,
it was the second).

Bankruptcy is the result of a longer term activity. As mentioned above, we used data
for 2020 and 2021, which were influenced by the COVID-19 pandemic. We used data for
2019 because the chemical industry was partly affected by the pandemic, in exactly the
opposite way, as this period was a period of prosperity for some of its business entities
(e.g., pharmaceutical companies). It is also interesting to examine this period from the point
of view of bankruptcy prediction. The bankruptcy samples encompassed companies with
an equity-to-total-indebtedness ratio below 0.08 in 2021. The examined data were divided
into two sets:

1. Set 1 for the year 2020 (one year before the bankruptcy assessment);
2. Set 2 for the year 2019 (two years before bankruptcy).

In preparation for the machine learning algorithms, the data were scaled through
standardization. This process eradicates dependence on units and positional parameters,
ensuring a mean of 0 and a standard deviation of 1 for the samples. To eliminate outliers,
the interquartile range method was employed, with the outlier limit set at three times the
interquartile range.

Each of the two sets was partitioned into three segments using a random number
generator, roughly maintaining a distribution ratio of 50:20:30 for training, holdout, and
testing. The combination of training and holdout segments was utilized for model cre-
ation and is referred to as the “training only” set. This larger portion comprised samples
for model creation (70% of the dataset), while the smaller portion served as the test set
(samples excluded from modeling). The literature does not specify the procedure or the
exact conditions for dividing the samples. Also, the work of Gavurova et al. (2022) did
not show a statistically significant difference between the ratios 60:40, 70:30, and 80:20.
Based on this, and also through empirical testing, the determined ratio was the optimal
choice (a sufficient number of samples for validation and a sufficient number of samples for
modeling as well). The initial sample count totaled 1221 for the year 2020 and 1206 for the
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year 2019. After the removal of incomplete data and outlier samples, the sets were reduced
to 608 samples for 2020 and 605 samples for 2019. The training set consisted of 428 samples
for 2020 and 425 samples for 2019, while the test set contained 180 samples for both years.
Among these, the number of bankrupt samples were 45 enterprises, representing less than
8% of the dataset.

3.2. Methods

In our analysis, we have established that a company is classified as bankrupt if
its equity-to-total-debt ratio exceeds 8%. (Act No. 7/2005 Coll. on Bankruptcy and
Restructuring (2013) defines bankruptcy using this indicator.) Moreover, Act No. 513/1991
Coll. Commercial Code (2013) sets the minimum limit for the analyzed period at 0.08.
Predictive models were constructed using classical LR as well as several AI methods (SVMs,
DTs, and ANNs).

The objective of the modeling process is to enhance the accuracy and the efficiency
of the prediction, making the selection of indicators a pivotal factor (Abraham et al. 2022).
du Jardin (2010) illustrates that employing bulk selection with ANNs outperforms selection
based on the existing literature. While the primary aim is not to identify the best indicators,
this work’s indicator selection is grounded in prior research and the existing literature.
Specifically, we used the following indicators:

• Added-value-to-sales ratio (gross margin) = AV/S;
• Return on sales (earnings before interests and taxes to sales) = ROS;
• Equity-to-total-assets ratio = E/TA;
• Current-ratio-to-total-assets ratio = CuR/TA;
• Current ratio (current-assets-to-current-liabilities ratio) = CuR;
• Total assets = TA;
• Return on equity (earnings after taxes to equity) = ROE;
• Return on assets (earnings before interests and taxes to total assets) = ROA;
• Assets turnover = AT;
• Total-debt (liabilities)-to-equity ratio = TD/E;
• Net-working-capital-to-total-assets ratio = NWC/TA.

Among the chosen indicators, the gross margin (AV/S) holds significant prominence
as evidenced by Ptak-Chmielewska (2019), Ben Jabeur (2017), and Hsieh et al. (2006). In the
profitability domain, the return on sales (ROS) indicator is widely acknowledged, according
to Zmeškal et al. (2023), Thanh-Long et al. (2022), Štefko et al. (2021), Ptak-Chmielewska (2019),
and Ben Jabeur (2017). The return on equity (ROE), defined by Fitzpatrick (1932) and em-
phasized by Thanh-Long et al. (2022) and Yousaf and Bris (2021), is deemed one of the most
crucial predictors of bankruptcy. Similarly, return on assets (ROA), an indicator of prof-
itability, has been employed in prediction models since Altman (1968), and subsequently
by Yousaf and Bris (2021), Ptak-Chmielewska (2019), and Zhang et al. (1999).

The E/TA and CuR/TA indicators are considered significant according to Ptak-
Chmielewska (2019), Ben Jabeur (2017), and Shin et al. (2005), within the context of
liquidity. The current ratio (CuR) is widely used in liquidity assessment, as observed
in Thanh-Long et al. (2022), Yousaf and Bris (2021), and Zhang et al. (1999), along with
the total assets (TA) indicator. The assets turnover (AT) indicator, reflecting asset uti-
lization efficiency, was identified as a pivotal predictor of bankruptcy by Altman (1968),
Zhang et al. (1999), Štefko et al. (2021), Ptak-Chmielewska (2019), and Zhang et al. (1999).
Other selected indicators, including TD/E and NWC/TA, were chosen in line with varying
author recommendations and according to Jenčová et al. (2020) and Gajdosikova et al.
(2023a, 2023b).

The indicators’ selection was conditioned by the literature analysis, which informs us
about the most important and frequently used bankruptcy predictors. Another factor is the
quality of the input data, which partially limits their selection. Through empirical testing
and analysis, we have selected eleven indicators that we consider the most important for
the bankruptcy assessment.
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The modeling was conducted using the JASP program, which permits the utilization
of all analyzed methods. The configuration for each method was determined empirically to
achieve optimal performance.

3.2.1. Logistic Regression (LR)

LR stands as a classic method and continues to be frequently employed in bankruptcy
prediction. This method operates under the assumption of a logistic probability distribution.
Crucial criteria for this method include the non-collinearity of independent variables and
an adequate sample size (Ptak-Chmielewska 2019). The formula can be expressed in terms
of an odds ratio:

π

1 − π
= e(α+b1x1+...bnxn) (1)

and then to logit:

logit(y) = ln
(

π

1 − π

)
= α + b1x1 + ...bnxn (2)

where π is the probability of the event, α is the intercept, b is the regression coefficients,
and x is the predictors. Coefficients are estimated using maximum likelihood.

Determining the optimal cut-off point ensures the efficacy of the model. While a com-
monly used value is 0.5, this may not guarantee the most optimal distribution (Brygała 2022).

3.2.2. Artificial Neural Network (ANN)

Models based on ANNs are often referred to as black boxes due to their inability
to explain the rationale behind classifying a given sample as bankrupt or non-bankrupt,
a critical aspect of such classification. Nonetheless, these models achieve high accuracy
and they have gained increased usage with technological advancements. At the core of
these models is the neuron which aggregates and transforms inputs into outputs through
activation functions. When neurons of the same type are interconnected, they form layers.
Neurons (layers) that accept input to the network constitute the input layer, while those
providing network output make up the output layer. The remaining neurons form hidden
nodes (hidden layers). A network comprises an input and an output layer along with no
or several hidden layers. When information moves only from input to output without
feedback, it is termed “Feed Forward” (FF), while networks with feedback constitute
recurrent networks. In prediction, the backpropagation of error (“Backpropagation”-BP)
learning method is most commonly used.

An advantage of ANNs is their ability to bypass assumptions about data distribution,
enabling the representation of non-linear relationships between dependent and indepen-
dent variables (Iturriaga and Sanz 2015). However, as per Shin et al. (2005), ANN-based
models are limited by their network settings. Configuring them can prove challenging due
to numerous control parameters (e.g., layer count, node count, activation function, learning
method, and stopping criteria).

3.2.3. Support Vector Machine (SVM)

SVM is analogous to the quadratic optimization and involves searching for hyper-
planes in space to maximize the distance from data points. It can deduce the optimal
solution based on a limited amount of training sample data. The structure employs risk
minimization, enabling it to achieve high generalization and excellent pattern recogni-
tion capabilities (Shin et al. 2005). It employs a linear model to establish non-linear class
boundaries by mapping the inputs to a multidimensional space (Iturriaga and Sanz 2015).
An SVM supports both classification and regression tasks, accommodating continuous as
well as categorical variables (Ptak-Chmielewska 2019). The comprehensive elucidation of
SVMs can be found in the book by Cortes and Vapnik (1995).

Based on support vectors, an SVM constructs an estimation function for non-linear
class boundaries. Support vectors represent training points closest to an optimal separation.
An SVM determines a hyperplane to minimize errors. Notably, an SVM offers advantages
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compared to ANNs, including simpler parameter configuration (only 2 free parameters—upper
bound and kernel function), superior potential for finding the optimal solution (ANNs can
become trapped in local minima), and applicability even with a small sample size.

3.2.4. Decision Tree (DT)

The DT method employs entropy to quantify the discriminatory power of samples
(Quinlan 1986). The underlying principle relies on decision-making rules, with decisions
structured hierarchically based on their importance (if the indebtedness factor is deemed
more crucial than liquidity, it is evaluated earlier, and therefore occupies a higher position
within the decision-making tree). The process involves stepwise hierarchical segmentation
of the samples. This starts with the entire dataset (root) and is guided by rules which divide
the samples into smaller groups (nodes). The terminal group is termed a leaf and is not
subjected to further division. Ultimately, each sample is assigned to one of these leaves.

This approach lacks coefficients or calculations; it relies solely on division rules.
The primary challenge is the risk of overfitting. Notably, its strengths encompass results that
are easily interpretable, model flexibility, insensitivity to missing data, and no requirement
for a normal distribution (Ptak-Chmielewska 2019).

4. Results and Discussion

All models exhibited the capability to identify 50% of bankrupt samples in the 2020
test set (one year before bankruptcy), while achieving a perfect accuracy of 100% for
non-bankrupt samples, leading to an overall accuracy exceeding 96%. The training set’s
accuracy for this year was slightly lower. For the scenario two years before bankruptcy,
the models displayed the ability to accurately identify 29–36% of bankrupt samples in the
test set, resulting in an overall accuracy ranging from 94% to 97%. Remarkably, all models
demonstrated almost identical outcomes for this scenario (see Table 1).

Table 1. Prediction results for all models.

Predicted

Sample LR SVM DT ANN

2 years

Obs. 0 1 Correct 0 1 Correct 0 1 Correct 0 1 Correct

Training

0 393 1 99.75% 393 1 99.75% 393 1 99.75% 393 1 99.75%

1 17 14 45.16% 16 15 48.39% 15 16 51.61% 17 14 45.16%

Overall 96.47% 3.53% 95.76% 96.24% 3.76% 96.00% 96.00% 4.00% 96.24% 96.47% 3.53% 95.76%

Testing

0 166 0 100.00% 166 0 100.00% 166 0 100.00% 166 0 100.00%

1 10 4 28.57% 9 5 35.71% 9 5 35.71% 9 5 35.71%

Overall 97.78% 2.22% 94.44% 97.22% 2.78% 95.00% 97.22% 2.78% 95.00% 97.22% 2.78% 95.00%

1 year

Obs. 0 1 Correct 0 1 Correct 0 1 Correct 0 1 Correct

Training

0 396 1 99.75% 397 1 99.75% 397 1 99.75% 396 1 99.75%

1 18 13 41.94% 17 13 43.33% 16 14 46.67% 19 12 38.71%

Overall 96.73% 3.27% 95.56% 96.73% 3.27% 95.79% 96.50% 3.50% 96.03% 96.96% 3.04% 95.33%

Testing

0 166 0 100.00% 166 0 100.00% 166 0 100.00% 166 0 100.00%

1 7 7 50.00% 7 7 50.00% 7 7 50.00% 7 7 50.00%

Overall 96.11% 3.89% 96.11% 96.11% 3.89% 96.11% 96.11% 3.89% 96.11% 96.11% 3.89% 96.11%

Note: Obs. denotes observation. LR is logistic regression, SVM is support vector machine, DT denotes decision
tree, and ANN is artificial neural network.

The results show that all investigated methods achieved very similar results. This con-
clusion corresponds to that of Shin et al. (2005). It is not possible to decide on the superiority
of any method. Many authors achieve higher accuracy when using AI rather than classical
models, or their results are comparable. However, classical statistical models are not more
accurate than AI. The AI-based models in this work similarly did not show statistically
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significantly higher accuracy than LR. On the contrary, they all had a better ability to identify
bankrupt samples two years before bankruptcy. The results of Iturriaga and Sanz (2015),
Ptak-Chmielewska (2019), and Gavurova et al. (2022) showed higher accuracy of AI models.

The important factor is the research sample size. The used research set shows a typical
feature, which is the imbalance between bankrupt and non-bankrupt samples. Zoričák et al.
(2020) investigated this problem. Sometimes, this characteristic should be compensated
for by using the methods of undersampling or oversampling. The undersampling method
with a low number of data could only lead to higher distortion (e.g., Wang and Liu
2021; Brygała 2022). Conversely, the oversampling method could improve the prediction
(e.g., Chawla et al. 2002; Garcia 2022).

4.1. LR

The LR method facilitates the modeling of a linear relationship between independent
variables (financial indicators) and the dependent variable (bankruptcy). The stepwise
method consistently eliminates the predictor with the lowest weight in each step. The initial
null model encompasses all of the analyzed indicators. The resultant model comprises three
of the most crucial indicators: AV/S, E/TA, and ROA. The multicollinearity diagnosis for
the resulting model is shown in Table 2. The selected cut-off value adheres to the standard
setting of 0.5.

Table 2. Multicollinearity diagnostics.

Variable Tolerance VIF

AV/S 0.925 1.082

E/TA 0.946 1.057

ROA 0.940 1.064
Note: VIF denotes variance inflation factor.

One year prior to bankruptcy, the overall prediction accuracy reached 96.1% for the
test set and 95.6% for the training set. However, the capacity to distinguish bankrupt
samples was merely 50% for the test set and 42% for the training set (see in Table 1).

For the 2-year interval preceding bankruptcy, the accuracy achieved 94.4%. The ac-
curacy for bankrupt samples in the test set was 28.6%, and for non-bankrupt samples,
it reached 45.2% (see Table 1). While this model exhibited the lowest accuracy within the
comprehensive assessment, the difference in performance was marginal, making it difficult to
definitively establish the superiority of any specific method. The results of the performance
metrics are in Table 3. Summaries of LR models are in Tables A1 and A2 in Appendix A.

Table 3. Performance metrics.

Metrics Value

Accuracy 0.958

AUC 0.873

Sensitivity 0.452

Specificity 0.997

Precision 0.933

F-measure 0.609
Note: AUC denotes area under the ROC curve.

LR has already been applied by Zhang et al. (1999) in the USA, who achieved an
accuracy of only 78%. In contrast to this work, the authors applied balanced datasets
(an equal number of bankrupt and non-bankrupt samples). The selected predictors did
not fit this model, except for ROA, which remains representative even after examining
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multicollinearity. Although the predictor NWC/TA was equally chosen, it exhibited
collinearity with other predictors in this dataset and was discarded in the case of LR.
Ptak-Chmielewska (2019) used AT and CuR, similarly to this case, but applied qualitative
indicators in addition to proportional ones, which may lead to better predictions. The model
was closest to that of Gavurova et al. (2022). The indicators consistently selected were
ROS, ROA, ROE, TA, AT, NWC/TA, TD/E, and CuR. Iturriaga and Sanz (2015) showed
the superiority of AI over LR, even in the case of 3 years before bankruptcy. Ben Jabeur
(2017) applied the PLS-LR (partial least squares LR) method to resolve multicollinearity,
resulting in a set of components representing the original predictors. Unlike the stepwise
method, where correlated predictors are discarded, PLS transmits the information of the
dependent variable and all input indicators, which could improve the accuracy in this case
as well. Aker and Karavardar (2023) left the selection of predictors to random forest, and
on their data, LR achieved the lowest performance compared to DTs and SVMs.

4.2. ANN

Based on the reviewed literature, the most suitable neural network type seems to be
multilayer perceptron (MLP) with feed-forward (FF) connections (without recursion) and
learning based on backpropagation (BP). The input layer comprised 12 nodes (11 indicators
+ 1 bias) and the output was either a value of 0 (healthy company) or 1 (bankrupt company).
The model incorporated just one hidden layer with three nodes (+1 bias). Empirical
verification demonstrated that increasing the number of hidden nodes and layers had
minimal impact on the accuracy in this context, as the chosen values achieved optimal
performance. This finding aligns with studies by Gavurova et al. (2022) and the comparative
study by Perez (2006). The hyperbolic tangent activation function was selected for its
applicability to handle negative values of certain variables.

The model achieved an overall accuracy of 96.1% on the test set and 95.3% on the
training set for the 1-year interval before bankruptcy. The accuracy for the bankrupt samples
in the test set matched LR at 50%, and for the training set, it reached 38.7%. The accuracy
was comparatively lower for the 2-year interval before bankruptcy (as indicated in Table 1).
Tables 4 and 5 give the evaluation metrics for ANN models. The network weights of the
ANN models are in Tables A3 and A4 in Appendix A.

Table 4. ANN model—evaluation metrics for 1 year.

Metrics 0 1 Average/Total

Support 166 14 180

Accuracy 0.961 0.961 0.961

Precision (Positive Predictive Value) 0.960 1.000 0.963

Recall (True Positive Rate) 1.000 0.500 0.961

False Positive Rate 0.500 0.000 0.250

False Discovery Rate 0.040 0.000 0.020

F1 Score 0.979 0.667 0.955

Matthews Correlation Coefficient 0.693 0.693 0.693

Area Under Curve (AUC) 0.750 0.750 0.750

Negative Predictive Value 1.000 0.960 0.980

True Negative Rate 0.500 1.000 0.750

False Negative Rate 0.000 0.500 0.250

False Omission Rate 0.000 0.040 0.020

Threat Score 11.857 1.000 6.429

Statistical Parity 0.961 0.039 1.000
Note: all metrics are calculated for every class against all other classes.
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Table 5. ANN model—evaluation metrics for 2 years.

Metrics 0 1 Average/Total

Support 166 14 180

Accuracy 0.950 0.950 0.950

Precision (Positive Predictive Value) 0.949 1.000 0.953

Recall (True Positive Rate) 1.000 0.357 0.950

False Positive Rate 0.643 0.000 0.321

False Discovery Rate 0.051 0.000 0.026

F1 Score 0.974 0.526 0.939

Matthews Correlation Coefficient 0.582 0.582 0.582

Area Under Curve (AUC) 0.676 0.536 0.606

Negative Predictive Value 1.000 0.949 0.974

True Negative Rate 0.357 1.000 0.679

False Negative Rate 0.000 0.643 0.321

False Omission Rate 0.000 0.051 0.026

Threat Score 9.222 0.556 4.889

Statistical Parity 0.972 0.028 1.000
Note: all metrics are calculated for every class against all other classes.

The use of the MLP network type with one hidden layer aligns with Tsai and Cheng
(2012), Iturriaga and Sanz (2015), Ptak-Chmielewska (2019), and Thanh-Long et al. (2022).
Conversely, Korol (2019) employed an MLP with two hidden layers. The learning rate
range of 0.4–0.8 is supported by other studies (Odom and Sharda 1990; du Jardin 2010;
Thanh-Long et al. 2022). The maximum number of iterations during learning was set
to 500, differing from the approaches found in the literature. Another distinction is the
learning method; Iturriaga and Sanz (2015) utilized a batch learning method, which they
described as more stable compared to the online learning method employed in this work.
The choice of predictors can have a significant impact. An unbalanced dataset may affect
the accuracy and place more weight on non-bankrupt (minority) samples, a typical issue
in bankruptcy data. Thanh-Long et al. (2022) used SMOTE to balance the dataset for use
with ANN-BP, a method detailed by Chawla et al. (2002). Sigrist and Leuenberger (2023)
enhanced prediction accuracy over ANNs using the boost technique.

4.3. SVM

The method constitutes a supervised learning algorithm that categorizes samples
into two groups (bankrupt/non-bankrupt), with the maximum possible gap between
these categories based on training samples. The overall achieved accuracy was 96.1% for
the 1-year interval and 95% for the 2-year interval (see Table 1). Remarkably, the results
closely mirror those of the ANN model, with the accuracy on the test set being identical.
The algorithm setting involved linear weights of the 3rd degree, gamma parameter of 1,
and cost of constraints violation of 3. Tables 6 and 7 give the evaluation metrics for the
SVM models.

Tsai and Cheng (2012) and du Jardin (2018) describe the use of RBF as the foundation of
SVMs, which exhibit a strong predictive ability, a finding supported by Ptak-Chmielewska
(2019) where this method achieved the best results. Conversely, Aker and Karavardar
(2023) label this method as the weakest among AI methods for predicting 1 year before
bankruptcy. The underpinnings of this model were established based on the work of
Zoričák et al. (2020). Shin et al. (2005) concluded that an SVM has a higher accuracy rate
and better generalization than ANN-BP, a conclusion not validated in this case, as the
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results of this model were approximately the same for ANNs or DTs. For a more thorough
investigation of this method, testing with several kernel functions would be necessary.

Table 6. SVM model—evaluation metrics for 1 year.

Metrics 0 1 Average/Total

Support 166 14 180

Accuracy 0.961 0.961 0.961

Precision (Positive Predictive Value) 0.960 1.000 0.963

Recall (True Positive Rate) 1.000 0.500 0.961

False Positive Rate 0.500 0.000 0.250

False Discovery Rate 0.040 0.000 0.020

F1 Score 0.979 0.667 0.955

Matthews Correlation Coefficient 0.693 0.693 0.693

Area Under Curve (AUC) 0.750 0.750 0.750

Negative Predictive Value 1.000 0.960 0.980

True Negative Rate 0.500 1.000 0.750

False Negative Rate 0.000 0.500 0.250

False Omission Rate 0.000 0.040 0.020

Threat Score 11.857 1.000 6.429

Statistical Parity 0.961 0.039 1.000
Note: all metrics are calculated for every class against all other classes.

Table 7. SVM model—evaluation metrics for 2 years.

Metrics 0 1 Average/Total

Support 166 14 180

Accuracy 0.950 0.950 0.950

Precision (Positive Predictive Value) 0.949 1.000 0.953

Recall (True Positive Rate) 1.000 0.357 0.950

False Positive Rate 0.643 0.000 0.321

False Discovery Rate 0.051 0.000 0.026

F1 Score 0.974 0.526 0.939

Matthews Correlation Coefficient 0.582 0.582 0.582

Area Under Curve (AUC) 0.679 0.679 0.679

Negative Predictive Value 1.000 0.949 0.974

True Negative Rate 0.357 1.000 0.679

False Negative Rate 0.000 0.643 0.321

False Omission Rate 0.000 0.051 0.026

Threat Score 9.222 0.556 4.889

Statistical Parity 0.972 0.028 1.000
Note: all metrics are calculated for every class against all other classes.

4.4. DT

In a similar vein, the DT method serves as a supervised learning algorithm that relies
on observations at the tree’s root to make bankruptcy decisions at its leaves. Interestingly,
the prediction outcomes for the test set align with those of SVMs and ANNs, even though
the training set’s accuracy was the highest among all models (see Table 1). The algorithm set-
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ting contained a minimum of 50 observations for split and 10 in terminal, with a maximum
iteration depth of 30. Tables 8 and 9 give the evaluation metrics for the DT models.

Table 8. DT model—evaluation metrics for 1 year.

Metrics 0 1 Average/Total

Support 166 14 180

Accuracy 0.961 0.961 0.961

Precision (Positive Predictive Value) 0.960 1.000 0.963

Recall (True Positive Rate) 1.000 0.500 0.961

False Positive Rate 0.500 0.000 0.250

False Discovery Rate 0.040 0.000 0.020

F1 Score 0.979 0.667 0.955

Matthews Correlation Coefficient 0.693 0.693 0.693

Area Under Curve (AUC) 0.750 0.750 0.750

Negative Predictive Value 1.000 0.960 0.980

True Negative Rate 0.500 1.000 0.750

False Negative Rate 0.000 0.500 0.250

False Omission Rate 0.000 0.040 0.020

Threat Score 11.857 1.000 6.429

Statistical Parity 0.961 0.039 1.000
Note: all metrics are calculated for every class against all other classes.

Table 9. DT model—evaluation metrics for 2 years.

Metrics 0 1 Average/Total

Support 166 14 180

Accuracy 0.950 0.950 0.950

Precision (Positive Predictive Value) 0.949 1.000 0.953

Recall (True Positive Rate) 1.000 0.357 0.950

False Positive Rate 0.643 0.000 0.321

False Discovery Rate 0.051 0.000 0.026

F1 Score 0.974 0.526 0.939

Matthews Correlation Coefficient 0.582 0.582 0.582

Area Under Curve (AUC) 0.679 0.679 0.679

Negative Predictive Value 1.000 0.949 0.974

True Negative Rate 0.357 1.000 0.679

False Negative Rate 0.000 0.643 0.321

False Omission Rate 0.000 0.051 0.026

Threat Score 9.222 0.556 4.889

Statistical Parity 0.972 0.028 1.000
Note: all metrics are calculated for every class against all other classes.

The TD/E and E/TA indicators carry the most substantial weight in DT-based pre-
diction. It is logical that TD/E holds significant predictive value given that its inverse
forms the basis for bankruptcy definition in this study. Giving its inherent importance,
this indicator’s weight from prior years is naturally pronounced. Notably, this indicator’s
significance is highlighted in the research by Štefko et al. (2021), Yousaf and Bris (2021), and
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Ben Jabeur (2017). The E/TA indicator finds application in the works of Ptak-Chmielewska
(2019) and Ben Jabeur (2017).

Additionally, other pivotal indicators include CuR/TA, NWC/TA, ROA, and CuR.
Among the analyzed indicators, the DT models have identified these as crucial for bankruptcy
determination. On the other hand, the DT models have labeled other analyzed indicators
as less relevant for predicting bankruptcy (see relative importance in Tables 10 and 11).

Table 10. DT model—feature importance for 2 years.

Variable Relative Importance

TD/E 32.609

E/TA 30.435

CuR/TA 15.217

NWC/TA 10.870

ROA 6.522

CuR 4.348

Table 11. DT model—feature importance for 1 year.

Variable Relative Importance

TD/E 31.481

E/TA 29.630

CuR/TA 16.667

NWC/TA 11.111

ROA 9.259

CuR 1.852

Aker and Karavardar (2023) and Chen et al. (2021) reported DTs as the best-performing
model, a finding not validated by this study. A notable distinction is the type of data, as our
dataset does not permit the application of market indicators. Chen et al. (2021) highlighted
AT as one of the three effective predictive attributes in their DT models. In contrast, in this
case, despite the inclusion of this indicator in the input parameters, it was excluded from
the resulting DT model due to its low importance in explaining the dependent variable.

5. Conclusions

We conclude that all of the methods achieved good accuracy, and the differences
between the individual methods were low.

One of the main limitations is the lower quality of the input data. The first problematic
symptom is a low number of bankruptcy samples. With a total of only 45 bankruptcy
samples, of which 14 were randomly chosen for testing, the representation remains below
8%. This limitation might be mitigated by incorporating samples from diverse industries or
other countries. However, such a strategy introduces issues of comparability due to varying
conditions and standards. Moreover, the data face the challenge of an imbalance between
the bankrupt and non-bankrupt sets. It is worth noting that this study’s primary focus
did not involve exploring the impact of data size or imbalance. Another limitation lies in
the specific dataset (one country, one industry). It is a challenge to apply this research in
another industry or country. Future research could propose models for the next period and
compare their accuracy. The recommendation is also to apply the oversampling method to
balance the imbalance of the samples, which could increase the accuracy.

As the prediction time horizon extends, a noticeable decline in prediction accuracy
is observed. The selection of indicators is limited due to missing data in the financial
statements. Few companies meet the conditions for calculating all indicators. In Slovak
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conditions, the selection of data necessary for accurate analysis is significantly limited by
the size of the industry and its fragmentation.

This paper contributes to the existing literature by designing specific bankruptcy
models of the chemical industry applicable in Slovak conditions. The results show that the
use of AI-based techniques does not reduce the prediction accuracy. On the contrary, these
techniques can increase the prediction accuracy, especially in a longer time horizon.
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Appendix A

Table A1. LR model summary—bankruptcy for 1 year.

Model Deviance AIC BIC df ∆X² p McFadden R² Nagelkerke R² Tjur R² Cox & Snell R²

1 146.302 170.302 219.012 416 0.000 0.000 0.379 0.000

2 146.401 168.401 213.051 417 0.099 0.753 0.000 0.000 0.376 0.000

3 146.445 166.445 207.037 418 0.044 0.833 0.000 0.000 0.375 0.000

4 146.570 164.570 201.102 419 0.125 0.724 0.000 0.000 0.374 0.000

5 146.789 162.789 195.262 420 0.218 0.640 0.000 0.000 0.372 0.000

6 147.609 161.609 190.023 421 0.820 0.365 0.000 0.000 0.369 0.000

7 149.054 161.054 185.409 422 1.445 0.229 0.000 0.000 0.363 0.000

8 150.479 160.479 180.775 423 1.426 0.232 0.000 0.000 0.362 0.000

9 151.871 159.871 176.107 424 1.391 0.238 0.000 0.000 0.362 0.000

Note: AIC denotes Akaike information criterion, BIC denotes Bayesian information criterion, df is degree of
freedom, and p is p-value. Null model contains nuisance parameters: AV/S, ROS, E/TA, CuR/TA, CuR, TA, ROE,
ROA, AT, TD/E, and NWC/TA.

Table A2. LR model summary—bankruptcy for 2 years.

Model Deviance AIC BIC df ∆X² p McFadden R² Nagelkerke R² Tjur R² Cox & Snell R²

1 130.981 154.981 203.606 413 0.000 0.000 0.438 0.000

2 131.003 153.003 197.576 414 0.022 0.882 0.000 0.000 0.438 0.000

3 131.114 151.114 191.634 415 0.111 0.739 0.000 0.000 0.438 0.000

4 131.275 149.275 185.744 416 0.162 0.688 0.000 0.000 0.440 0.000

5 131.540 147.540 179.957 417 0.265 0.607 0.000 0.000 0.441 0.000

6 131.977 145.977 174.341 418 0.437 0.509 0.000 0.000 0.434 0.000
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Table A2. Cont.

Model Deviance AIC BIC df ∆X² p McFadden R² Nagelkerke R² Tjur R² Cox & Snell R²

7 133.052 145.052 169.364 419 1.075 0.300 0.000 0.000 0.430 0.000

8 134.742 144.742 165.003 420 1.690 0.194 0.000 0.000 0.417 0.000

9 136.329 144.329 160.537 421 1.587 0.208 0.000 0.000 0.411 0.000

Note: AIC denotes Akaike information criterion, BIC denotes Bayesian information criterion, df is degree of
freedom, and p is p-value. Null model contains nuisance parameters: AV/S, ROS, E/TA, CuR/TA, CuR, TA, ROE,
ROA, AT, TD/E, and NWC/TA.

Table A3. ANN model—network weights for 1 year.

Node Layer Node Layer Weight

Intercept → Hidden 1 output −1.103

AV/S input → Hidden 1 output −0.664

ROS input → Hidden 1 output −0.257

E/TA input → Hidden 1 output 0.779

CuR/TA input → Hidden 1 output 1.302

CuR input → Hidden 1 output 0.666

TA input → Hidden 1 output 0.054

ROE input → Hidden 1 output 0.653

ROA input → Hidden 1 output 1.888

AT input → Hidden 1 output −0.700

TD/E input → Hidden 1 output 0.384

NWC/TA input → Hidden 1 output −0.043

Intercept → Hidden 2 output −0.494

AV/S → Hidden 2 output 1.491

ROS input → Hidden 2 output −0.897

E/TA input → Hidden 2 output 0.008

CuR/TA input → Hidden 2 output −0.735

CuR input → Hidden 2 output −0.868

TA input → Hidden 2 output −0.474

ROE input → Hidden 2 output −0.697

ROA input → Hidden 2 output −1.580

AT input → Hidden 2 output 0.981

TD/E input → Hidden 2 output −1.634

NWC/TA input → Hidden 2 output 0.606

Intercept input → Hidden 3 output −0.435

AV/S → Hidden 3 output 1.201

ROS input → Hidden 3 output −0.993

E/TA input → Hidden 3 output 1.316

CuR/TA input → Hidden 3 output −1.275

CuR input → Hidden 3 output −1.193

TA input → Hidden 3 output −0.429

ROE input → Hidden 3 output −0.271

ROA input → Hidden 3 output −0.600
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Table A3. Cont.

Node Layer Node Layer Weight

AT input → Hidden 3 output 0.763

TD/E input → Hidden 3 output −0.454

NWC/TA input → Hidden 3 output 0.670

Intercept input → 1 output 1.809

Hidden 1 → 1 output −1.258

Hidden 2 input → 1 output −2.146

Hidden 3 input → 1 output 0.936

Intercept input → 0 0 0.068

Hidden 1 → 0 0 0.003

Hidden 2 −1 → 0 0 0.262

Hidden 3 −1 → 0 0 −0.272
Note: the weights are input for the hyperbolic tangent activation function.

Table A4. ANN model—network weights for 2 years.

Node Layer Node Layer Weight

Intercept → Hidden 1 output −0.025

AV/S input → Hidden 1 output −0.695

ROS input → Hidden 1 output −0.328

E/TA input → Hidden 1 output 0.471

CuR/TA input → Hidden 1 output 1.227

CuR input → Hidden 1 output −0.681

TA input → Hidden 1 output 0.982

ROE input → Hidden 1 output 0.077

ROA input → Hidden 1 output −1.075

AT input → Hidden 1 output −1.351

TD/E input → Hidden 1 output 0.360

NWC/TA input → Hidden 1 output 0.180

Intercept → Hidden 2 output −2.427

AV/S input → Hidden 2 output −0.135

ROS input → Hidden 2 output −0.097

E/TA input → Hidden 2 output −0.582

CuR/TA input → Hidden 2 output −0.249

CuR input → Hidden 2 output −0.928

TA input → Hidden 2 output 0.307

ROE input → Hidden 2 output −0.255

ROA input → Hidden 2 output 0.170

AT input → Hidden 2 output 0.540

TD/E input → Hidden 2 output −1.035

NWC/TA input → Hidden 2 output −0.679

Intercept → Hidden 3 output 0.940

AV/S input → Hidden 3 output −1.224
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Table A4. Cont.

Node Layer Node Layer Weight

ROS input → Hidden 3 output −0.160

E/TA input → Hidden 3 output 1.316

CuR/TA input → Hidden 3 output 0.175

CuR input → Hidden 3 output −0.663

TA input → Hidden 3 output −0.478

ROE input → Hidden 3 output −0.580

ROA input → Hidden 3 output 1.358

AT input → Hidden 3 output 0.376

TD/E input → Hidden 3 output −1.210

NWC/TA input → Hidden 3 output −0.795

Intercept → 1 output 1.151

Hidden 1 input → 1 output −0.344

Hidden 2 input → 1 output −0.971

Hidden 3 input → 1 output 0.229

Intercept → 0 0 0.447

Hidden 1 −1 → 0 0 0.029

Hidden 2 −1 → 0 0 0.402

Hidden 3 −1 → 0 0 −0.069
Note: the weights are input for the hyperbolic tangent activation function.
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