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Abstract: Predicting sound sources in reverberant environments is a challenging task because
reverberation causes reflection and scattering of sound waves, making it difficult to accurately
determine the position of the sound source. Due to the characteristics of overcoming multipath effects
and adaptive focusing of the time reversal technology, this paper focuses on the application of the time
reversal operator decomposition method for sound source localization in reverberant environments
and proposes the image-source time reversal multiple signals classification (ISTR-MUSIC) method.
Firstly, the time reversal operator is derived, followed by the proposal of a subspace method to achieve
sound source localization. Meanwhile, the use of the image-source method is proposed to calculate
and construct the transfer matrix. To validate the effectiveness of the proposed method, simulations
and real-data experiments were performed. In the simulation experiments, the performance of the
proposed method under different array element numbers, signal-to-noise ratios, reverberation times,
frequencies, and numbers of sound sources were studied and analyzed. A comparison was also made
with the traditional time reversal method and the MUSIC algorithm. The experiment was conducted
in a reverberation chamber. Simulation and experimental results show that the proposed method has
good localization performance and robustness in reverberant environments.

Keywords: time reversal; image-source; singular value decomposition; SNR; reverberation

1. Introduction

Sound source localization (SSL) in reverberation environments is a long-standing
and widely studied field, with strong demand in areas such as video conferencing, smart
home, speech enhancement, etc. [1]. However, current algorithms cannot fully solve
various limitations encountered in real-world applications. Therefore, SSL is still a highly
challenging research direction.

The traditional SSL technology is based on microphone array, and there are three main
algorithms, namely, beamforming [2], spatial spectrum estimation [3], and time difference
of arrival estimation [4]. Additionally, the dual-microphone localization algorithm based
on the binaural hearing mechanism is also studied. However, most of it remains theoretical,
and its applications are mainly in near-field or high signal-to-noise ratio (SNR) scenarios.
The aforementioned methods, along with continuously updated post-processing algorithms
combined with specific arrays, can achieve good SSL results, thus finding wide applications
in free-field environments. However, these methods also suffer from drawbacks such as
algorithm complexity, the need for specialized array designs, high economic costs, and
susceptibility to environmental factors like noise and reverberation. These limitations,
to some extent, restrict their practical applications. Therefore, directly applying these
methods for localization in complex enclosed environments like indoor sound fields has
inherent deficiencies.
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The prominent feature of the acoustic time reversal (TR) method derived from optical
phase conjugation is its ability to overcome multipath effects [5], enabling adaptive focusing
without the need for large arrays. Therefore, it is highly suitable for SSL in reverberant
environments. This characteristic makes it also suitable for a variety of environments where
multiple-path effects exist, such as medical imaging [6,7], through-wall imaging [8], seismic
source localization [9], and radar imaging [10].

The detailed process of TR is as follows: Firstly, one or more sensors, typically micro-
phones, are deployed inside the area where SSL is needed. These microphones are used to
receive the acoustic signals present in the environment. The received signals include the
direct arrival signal from the sound source as well as various multipath signals generated
by reflections, refractions, and scattering. Next, the received signals are reversed in time,
meaning that the signals received earlier are placed later on the time axis, while the sig-
nals received later are placed earlier on the time axis. This operation is typically carried
out using digital signal processing techniques, often involving the reversal of both the
amplitude and phase of the signals. The reversed signals are then retransmitted through
the sensors. According to the principle of spatial reciprocity, the signals propagate along
paths opposite to the original propagation direction, thus forming a focusing area in the
environment resembling the original position of the sound source. Due to the effect of the
time reversal, the signals in the focusing area overlap and reinforce each other, enhancing
the signal intensity. By detecting changes in signal intensity within the focusing area, the
position of the sound source can be determined. For the step of transmitting the signal
after TR and then re-receiving it, it is usually simulated on a computer in reality; thus, it is
called virtual time reversal (VTR), which greatly reduces the workload but requires that
the simulated propagation channel be as close to the real propagation channel as possible.

Fink et al. experimentally verified the feasibility of the TR method in reverberation en-
vironments for the first time, but the obtained focal spot size was larger than 1/2 wavelength
λ [11]. Draeger et al. conducted localization experiments in a reverberant silicon cavity
using a single microphone and a pulsed signal with a center frequency of 1 MHz, achieving
a resolution of λ/2 [12–14]. Fink et al. then selected a signal with a central frequency of
975 Hz as the sound source, and achieved SSL in an ordinary room using a uniform linear
array containing 20 microphones, with a resolution still at λ/2 [15]. The initial research on
the TR method primarily focused on validating its feasibility in reverberant environments.
Most of these studies were conducted through laboratory experiments, involving sound
sources with both high and low frequencies. Overall, early-stage research merely employed
the TR method for SSL in reverberant environments, with spatial resolution limited to
λ/2. Therefore, scholars then conducted research on how to improve the resolution of the
method. Fink et al. proposed the concept of an acoustic sink to break through the λ/2
limitation [16]. Conti et al. surrounded the sound source completely with microphones,
achieving a resolution of λ/20 in near-field [17]. Foroohar et al. designed a TR-based (DOA)
estimator for radar waveform detection in strong multipath environments. Numerical
simulations also confirmed the benefit of applying TR to SSL algorithms, especially at low
SNR below 5 dB [18]. Mimani improved the resolution of the TR method by placing a
reflecting surface and conducted simulation comparisons with the traditional beamforming
method [19]. Ma et al. also achieved a resolution of λ/4 by placing objects, which were
subwavelength scatterers [20]. Li proposed a cross-spectrum TR method corrected in the
wavenumber domain. Numerical simulation and experimental results show that the spatial
resolution of the proposed method can reach 1/34 λ at 100 Hz under a low SNR (0 dB)
in the near field. Ma et al. proposed a TR–SBL method for low-frequency sound sources,
which achieved good results in the environment of reverberation and low SNR [21].

Fink proposed the iterative time reversal (ITR) technique, which achieves the detection
of targets with maximum scattering cross-section by iteratively repeating the TR signal
operations [22]. Following this, he proposed the method of the decomposition of the time
reversal operator (DORT) based on ITR processing. This method performs eigenvalue
(singular value) decomposition on the TR operator, achieving selective focusing through the
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processing of eigenvectors. Both theoretical analysis and experimental results demonstrate
its good localization performance for scatterers in inhomogeneous media [23]. Later,
successful applications of the method were achieved to predict the position and size of
α-phase grain defects in aerospace material titanium alloy [24].

Compared to DORT, multiple signal classification based on TR (TR-MUSIC) offers a
complementary perspective. DORT is a signal subspace projection method, whereas the TR
method, conversely, is a noise subspace projection method. In particular, the TR-MUSIC
method works well as long as the noise space dimension exceeds the signal subspace dimen-
sion [25]. The TR-MUSIC method was first introduced for the Born approximated scattering
linear model [26]. Later, it was found to be suitable for scenarios with multiple scatter-
ers [27]. Domenico et al. studied the performance of the TR-MUSIC method in locating
point-like scatterers in the presence of an additive noise destruction matrix [28]. Adaptive
TR-MUSIC is proposed for low angle estimation with monostatic MIMO radar system [29].
The Lamb wave-based TR-MUSIC algorithm is introduced into the application of metal
plate damage detection [30]. TR-MUSIC and phase-coherent form (PC-MUSIC) are explored
in the nondestructive testing imaging of extended target machined in solids [31,32]. A novel
imaging method called the cascaded TR-MUSIC is proposed to precisely locate multiple
harmful radiated passive intermodulation sources [33]. A truncated TR operator-based
imaging method is proposed; numerical results demonstrate that the method significantly
decreases computational complexity and achieves better accuracy [34]. Various scenarios
different from SSL were listed, partly to demonstrate the method’s applicability to a wide
range of scenarios, and partly because there are few studies on this method in reverbera-
tion environments. However, the previously listed scenarios all involve multipath effects,
similar to indoor reverberation, and the sound source is generally assumed to be a point.
In view of its superiority in target localization in multipath environments, we introduced it
into the study of SSL in reverberation environments.

Currently, when using the TR-MUSIC method for SSL, the channel response function
h generally adopts either the Green’s function [33] or the steering vector [35] from the
source to the receiver. However, in multipath environments, computing the Green’s
function typically involves complex integrals and mathematical derivations, especially for
complex boundary problems and geometric shapes, which can result in high computational
costs. This makes computing the Green’s function in multipath environments in practical
applications potentially require significant computational resources and time. The accuracy
of the Green’s function is limited by the selected model and approximation methods, with
poor adaptability. The steering vector function only considers the direct sound, neglecting
later reflected sounds.

In view of the limitations of Green’s function and steering vector, we propose using
the image-source method to compute the channel response function from the sound source
to the receiver. The image-source method is commonly used for the analysis of the acoustic
properties of enclosures, and the obtained channel response function is relatively accurate,
and it does not require complex mathematical derivations or integral calculations; typically,
it only involves replacing the real source point with a virtual point source. The specific
derivation of this method can be found in Section 2.2.

The study is organized as follows. Section 2 discusses the SSL model in reverberant
environments. Section 3 describes the numerical simulations performed to validate the
proposed method. Section 4 reports the real-data experiments in a reverberation chamber
and the analysis of the results. Finally, Section 5 presents the conclusion.

2. SSL Model in Reverberant Environments
2.1. DORT Process

The DORT algorithm is derived from the principle of iteration TR method. Firstly, the
process of iteration TR is described by defining the transfer matrix, which consists of the
channel response function, also known as the spatial impulse response (SIR), particularly
in reverberant environments such as indoor settings, and the system is generally consid-
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ered to be linear. The SSL system consists of two microphone arrays, each containing M
microphones, one located not far from the sound source, and the other located at the sound
source, which is simulated in the computer in reality; hence, it is called the virtual array.
The array contains M array elements. The acoustic signal is s(t). SIR from the sound source
to the m-th array element is represented by hm(rs, rm, t). The signal received by the m-th
array element is

ym(t) = hm(rs, rm, t)⊗ s(t) (1)

The symbol ⊗ represents convolution, the length of the signal is ls, the length of the
hm(rs, rm, t) is lm, and the length of the corresponding received signal ym(t) is lm + LS − 1.
When you transform Equation (1) into the frequency domain

Ym(ω) = Hm(rm, rs, ω)S(ω) (2)

ω is the angular frequency. The TR operation t→−t in the time domain is equal to the
phase conjugation in the frequency domain. Therefore, the TR form of Equation (2) is

Y∗
m(ω) = S∗(ω)H∗

m(rm, rs, ω) (3)

The symbol * stands for conjugation. Then, the signal is re-transmitted back to the medium,
and the array located at the position of the sound source will receive the signal again; that
is, the matrix form of the signal obtained in the first iteration by the virtual array is

R1(ω) = S∗(ω)H∗(ω)H(ω) (4)

R1 ∈ CM×N , H ∈ CM×N , H∗ ∈ CN×M, S ∈ CN×1. N is the number of sound sources and
M is the number of microphones.

In the second iteration, the signal received by the array is

R2(ω) = H∗(ω)H(ω)S(ω)H(ω) (5)

The signal received by the array after 2n times of iteration TR is

R2n(ω) = [H∗(ω)H(ω)]nH(ω)S(ω) (6)

T(ω) = H∗(ω)H(ω) is called TR operator (TRO). The ITR process is simulated on a
computer, and this process is also completed on a computer in the subsequent experimental
verification. The odd Rn is received by the virtual array, and the even Rn is received by the
regular array.

According to the spatial reciprocity theorem, the SIR from the m-th element to the
signal is the same as the SIR from the signal to the m-th element, so the transfer matrix
has symmetry, and T(ω) is Hermitian with positive eigenvalues. The size of the T(ω) is
M × M. The eigenvalue decomposition is performed on the TRO. There are N eigenvalues
in total, λ1 ≥ λ2 ≥ . . . ≥ λN ≥ 0, N is number of sound sources, and the corresponding
eigenvectors are P1, P2, . . . , PN ∈ P. The relation between T(ω) and the eigenvectors can
be written as

T(ω)Pi = H∗(ω)H(ω)Pi = λiPi (i = 1, 2, . . . , N) (7)

Signal S can be rewritten as the sum of eigenspace vectors:

S = P1 + P2 + . . . PN , Pi ∈ P, 1 ≤ i ≤ N (8)

After 2n + 1 of ITR, the output signal of the microphone array is

R2n+1 = λn
1 P1 + λn

2 P2 + · · ·+ λn
NPN (9)
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If n is large enough, the terms from λn
2 P2 to λn

NPN in Equation (9) can be neglected,
simplifying to

R2n+1 = λn
1 P1 (10)

As can be seen from Equation (10), after several ITR, the array can basically only
receive the echo at the strongest signal reflection; that is, the signal can only focus on one
signal in the end.

2.2. Proposed ISTR-MUSIC

Generally speaking, when there is background noise in the environment, then the
vector expression of the signal received by the array is

Y(ω) = H(ω)S(ω) + NN

H =


h11 h12 . . . h1M

h21 h22 . . . h2M

...
...

. . .
...

hN1 hN2 . . . hNM


(11)

NN is generally Gaussian white noise and is incoherent with the signal. N indicates the
number of sound sources in line. H is the transfer matrix composed of SIR. Here, the
image-source method is introduced to calculate hnm.

According to the principles of geometric acoustics, there exists a “virtual source” on
the opposite side of each wall surface in an enclosed space, based on the symmetry of the
sound source. This virtual source generates its own subsequent virtual sources, and so on,
as shown in Figure 1. The energy of these virtual sources is determined by the absorption
coefficient of the wall surface that generates them and their level. Once the positions and
energies of all virtual sources are determined, the contribution of the sound source to the
receiving point can be equivalently expressed as the sum of the contributions of these
virtual sources. This is the basic idea behind the image-source method. This method yields
relatively accurate results.

Electronics 2024, 13, x FOR PEER REVIEW 5 of 18 
 

 

       1 2*

i i i i i , , ,N   T = H HP P P   (7)

Signal S can be rewri en as the sum of eigenspace vectors: 

1 2 1N i, , i N     S P P P P P  (8)

After 2n + 1 of ITR, the output signal of the microphone array is 

2 1 1 1 2 2
n n n

n N N      R P P P  (9)

If n is large enough, the terms from 2 2
n P  to n

N N P  in Equation (9) can be neglected, 
simplifying to 

2 1 1 1
n

n  R P  (10)

As can be seen from Equation (10), after several ITR, the array can basically only re-
ceive the echo at the strongest signal reflection; that is, the signal can only focus on one 
signal in the end. 

2.2. Proposed ISTR-MUSIC 
Generally speaking, when there is background noise in the environment, then the 

vector expression of the signal received by the array is 

     
11 12 1

21 22

1 2

M

2M

N N NM

+

h h h

h h h

h h h

  

 
 
 
 
 
 




   


Y H S NN

H =
 (11)

NN is generally Gaussian white noise and is incoherent with the signal. N indicates the 
number of sound sources in line. H is the transfer matrix composed of SIR. Here, the im-
age-source method is introduced to calculate hnm. 

According to the principles of geometric acoustics, there exists a “virtual source” on 
the opposite side of each wall surface in an enclosed space, based on the symmetry of the 
sound source. This virtual source generates its own subsequent virtual sources, and so on, 
as shown in Figure 1. The energy of these virtual sources is determined by the absorption 
coefficient of the wall surface that generates them and their level. Once the positions and 
energies of all virtual sources are determined, the contribution of the sound source to the 
receiving point can be equivalently expressed as the sum of the contributions of these vir-
tual sources. This is the basic idea behind the image-source method. This method yields 
relatively accurate results. 

x

y

z

0
S

S1

S2

S3

S4
（a） （b）

 Figure 1. Image-source method diagram. (a) Room model. (b) First-order virtual source.

The coordinates of the sound source are (xs, ys, zs), and the coordinates of the m-th
microphone are (xm, ym, zm). The distance traveled by the direct sound is given by the
following equation:

dsm =
[
(xs − xm)

2 + (ys − ym)
2 + (zs − zm)

2
]1/2

(12)
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Any virtual source and its original image-source, namely, the previous-level virtual
source, exhibit a symmetrical relationship. Therefore, coordinates of a virtual source can be
obtained based on geometric transformations of the previous-level virtual source. If the
coordinates of the ith virtual source are represented as (xi, yi, zi), then the distance from it
to the m-th microphone is calculated as

dim =
[
(xi − xm)

2 + (yi − ym)
2 + (zi − zm)

2
]1/2

(13)

The sound pressure of the point away from the sound source d can be calculated as

q = p0e−jkd/d (14)

The total sound pressure received by the m-th array element is

qm = q0

n

∑
i=0

αie−jkdim /dim (15)

where q0 represents the initial sound pressure of the sound source and αi denotes the
cumulative sound absorption coefficient for the i-th virtual source, which is equal to
the product of the sound absorption coefficients of each wall forming the virtual source.
Additionally, k represents the wave number.

The signal obtained after time reversal is

Z(ω) = H(ω)H(ω)∗S(ω)∗ = Q(ω)Q(ω)∗S(ω)∗ (16)

Q is the sound pressure calculated by the image-source method of Equation (15).
The covariance matrix of the re-received signal Z is

RX(ω) = Z(ω)[Z(ω)]H (17)

[·]H is the Hermitian transpose operator. RX(ω) is square matrix with the size of
M × M. Performing singular value decomposition (SVD) on matrix RX(ω) yields

RX(ω) = UΣU∗

= USΣSU∗
S + UNΣNU∗

N

(18)

Us is signal subspace, Σs is the diagonal matrix corresponding to the larger eigenvalues,
and when there are D signals, Σs = diag[λ1, λ2, . . . , λD]; the corresponding eigenvector can
be expressed as US = [u1(ω), u2(ω), . . . , uD(ω)]. UN is noise subspace, ΣN is the diagonal
matrix corresponding to the smaller eigenvalues, ΣN = diag[λD+1, λD+2, . . . , λM]; the
corresponding eigenvector can be expressed as UN = [uD+1(ω), uD+2(ω), . . . , uM(ω)].
Since RX is a Hermite matrix, each eigenvector is mutually orthogonal; that is

uH
i uj = 0 i ̸= j (19)

The characteristic property of the subspace indicates that the space spanned by the
SIR is the same as the signal subspace. Therefore, the eigenvectors of the SIR correspond to
the spatial location information of the signal. Thus, the position of the sound source can be
estimated based on the characteristic decomposition property.

Noise matrix is constructed by using the eigenvector of noise:

EN = [uD+1, uD+1, . . . , uM] (20)

Then the spatial spectrum can be defined as

SP(ω) =
1

Q∗(ω)ENEH
NQ(ω)

=
1∥∥EH

NQ(ω)
∥∥2 (21)
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Due to the presence of background noise, the denominator of Equation (21) will not be
equal to zero, but there will be a minimum value, resulting in a corresponding peak value,
and the position corresponding to the peak value is considered to be the position of the
sound source.

3. Simulations and Analysis

In this section, we first provide detailed simulation parameters. Next, we evaluate the
performance against the traditional TR and MUSIC methods. Finally, we investigate the
performance of the proposed ISTR-MUSIC method under various parameters, including
the number of microphones, SNR, different sound absorption coefficient, and presence
of multiple sound sources. These methods are implemented on the MATLAB R2022a
platform running on a computer equipped with the following parameters: Intel (R) Core
(TM) i7-13700KF CPU @3.40 GHz. The computer manufacturer is Intel, from Xi’an, China.

The steps of the simulation experiment are as follows:

1. The interested area is divided into n grids, and the grid spacing is set as dd, assuming
that the sound source is located in the center of the grid;

2. The microphone positions are arranged, and the sound pressure Q of different grid
points received by the array is calculated;

3. The signal received by the array is y, and it converts it to the frequency domain to
obtain Y, performs conjugation processing, and then sends it back to the medium.
The signal received by the virtual array is Z(ω);

4. The covariance matrix RX of Z(ω) is calculated, and the eigenvector EN corresponding
to the noise subspace is obtained by singular value decomposition;

5. According to Equation (21), the final spatial spectrum is calculated, and the position
corresponding to the maximum value is the position of the sound source.

3.1. Simulation Condition and Evaluation Index
3.1.1. Simulation Condition

A rectangular space of 6 m × 4 m × 3 m is selected as the enclosed space for research.
The array is a uniform linear array, consisting of M = 20 array elements with a spacing
of 0.1 m. The array is located on a 1 m high horizontal surface. In addition, the x-axis
coordinate of the array is 0.9 + 0.1*m, m = 1, 2, . . ., M, and the y-axis coordinate of the array
is 1.0; the units are in meters. Then, the possible position of the sound source is selected as
the area of interest, and the region is divided into k grids. The area of interest is also located
on a 1 m high plane. The coordinates on the x-axis range from 2.55 to 3.5, and on the y-axis,
they range from 2.0 to 2.95; the total number of grids is 400. The grid spacing is 0.05 m,
with a total of 400 grids. The signal utilizes sinusoidal signals of different frequencies, the
duration is 10 s, and the sampling frequency is 2205 Hz. A sketch of the enclosed space
with the position of the microphone array and grids is shown in Figure 2.

Assuming the sound absorption coefficient α of each surface is the same, the reverber-
ation time T60 of the enclosed space is calculated according to the Ealing formula when the
average absorption coefficient is greater than 0.2, as follows:

T60 = 0.161
V

−Sloge(1 − α)
(22)

V is the volume; S is the surface area.
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3.1.2. Evaluation Index (EI)

When the grid position predicted by the SSL algorithm is exactly the position of
the sound source, the SSL result is considered correct. In this paper, we plan to use the
following indexes to evaluate SSL performance of different methods.

• SSL error. When the localization result is accurate, the error is 0. When the result is
inaccurate, the position obtained by the SSL algorithm is la, and the distance between
the predicted position and the actual position ls is the error, e = |la − ls|. It intuitively
reflects the spatial resolution of the SSL algorithm. The smaller e is, the better the
algorithm performance is.

• Accuracy, represented by A. The total number of experiments is t, and the number
of accurate results is c; thus, A = c/t × 100%. SSL accuracy can serve as an indicator
of the reliability of SSL results. A higherHigher accuracy implies that the results are
more reliable.

• Root mean square error (RMSE). It is an important index for measuring localization
accuracy, representing the average deviation between observed values and true values.
A lower RMSE value indicates better performance of the model, as it can get closer to
the true values on average.

RMSE =

√
1
t ∑t

i=1(lla,i − lls,i)
2 (23)

• Ratio of peak values, represented by P. The peak value of the correlation coefficient is p1
and the second peak value is p2, P = p2/p1. This index reflects the correlation between
observed values and true values. A smaller value indicates better performance of
the algorithm.

3.2. Comparison with Different Methods

In this section, firstly, we compare the performance of the proposed ISTR-MUSIC
method, TR method, and MUSIC method. A narrowband signal with a frequency of
1000 Hz was chosen as the sound source. The room’s absorption coefficient is set to 0.4.
The SSL results of grid point 150 predicted by the three methods are shown in Figure 3.

The information contained in Figure 3 is extensive; we will describe each one separately.
In the localization maps formed by focusing imaging, the focal spot produced by the
proposed ISTR-MUSIC method is relatively small, resulting in the clearest image, as shown
in Figure 3a. The focal spot obtained through traditional TR is the largest. Although the
focal spot obtained by the MUSIC method is not large, its sidelobe value is very high, which
affects the display of the SSL result. The details of the SSL results are further compared in
Figure 3d. The sidelobe value obtained by the proposed method is approximately −15 dB,
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while that obtained by the TR method is about −3 dB, which increased by 12 dB. Similarly,
the sidelobe value obtained by the MUSIC method is about −7 dB, which increased by
8 dB. In summary, the proposed ISTR-MUSIC method exhibits a smaller sidelobe value and
produces a clearer SSL map.
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3.3. Studies in Different Situations

In this section, we will investigate the SSL results of different methods under various
parameters to further validate the performance of the proposed ISTR-MUSIC methods.
These parameters include the number of microphones, SNR, reverberation time T60, differ-
ent frequencies, and multiple sound sources.

3.3.1. Different Number of Microphones

Firstly, we examine the SSL performance of different methods with varying numbers
of microphones. The number of microphones M is selected as 5, 10, 15, and 20. We utilize
the ratio of peak values P as the evaluation index, and the results are depicted in Figure 4.

As depicted in Figure 4, the proposed ISTR-MUSIC method consistently demonstrates
the smallest ratio of peak values P, approximately 0.05, irrespective of the number of
microphones. When the array contains 5 and 10 microphones, the P obtained by the
TR method is less than that of the MUSIC method (approximately 0.3). However, for
arrays with more than 10 microphones, the ratio of peak P obtained by the TR method
is larger than that of the MUSIC method (approximately 0.25). On the whole, a higher
number of microphones correlates with a lower ratio of peak values, indicating better
SSL performance.
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3.3.2. Different SNRs

The SSL performance of the algorithm at low SNR is a crucial metric for evaluating
its effectiveness. Therefore, we conducted a study on the method’s results at various SNR
levels and compared them with two other methods. The SNR values were set to −15 dB,
−10 dB, −5 dB, 0 dB, 5 dB, and 10 dB, while the number of microphones was fixed at 20.
Each of the three algorithms underwent 30 Monte Carlo experiments, and the results were
compiled and analyzed for RMSE, as illustrated in Figure 5.
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As evident from Figure 5, in the case of a low SNR of −15 dB, the RMSE obtained
by the proposed ISTR-MUSIC method is the smallest, approximately 0.4 m, whereas the
TR method exhibits the largest, at around 0.8 m. The RMSE of the MUSIC method falls
between the values of the other two methods, at approximately 0.6 m. In scenarios with
SNR values of −10 dB, −5 dB, and 0 dB, the proposed method yields a decreasing RMSE,
gradually reducing to 0.07 m as the SNR increases. The results of the MUSIC method
gradually decrease to 0.3 m. However, the RMSE of the TR method exhibits a significant
drop, reaching 0 directly. When the SNR exceeds 5 dB, the RMSE of both the proposed
ISTR-MUSIC method and the TR method becomes 0, whereas for the MUSIC method, it
remains at 0.2 m.

3.3.3. Different Reverberation Time

In enclosed spaces, reverberation reflects the sound reflection and attenuation within
the environment. With a fixed volume, the reverberation time is determined by the absorp-
tion coefficient. We conducted an investigation into the localization performance under
different absorption coefficients. The array consists of 20 microphones, with an SNR of
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20 dB. Considering that the method is applied to meeting rooms, living rooms and other
places, which may contain decorations with high sound absorption coefficients, such as
carpets, glass, sofas, soft chairs, etc., a higher sound absorption coefficient is selected for
verification. The absorption coefficients α are set to 0.3, 0.4, 0.5, and 0.6, and the corre-
sponding reverberation time T60 is 300.9 ms, 210.1 ms, 154.8 ms, and 117.1 ms, respectively.
The results are shown in Figure 6.
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There is a lot of information contained in Figure 6, and we will describe it one by
one. It can be clearly seen from Figure 6 that when the absorption coefficient is at its
minimum value of 0.3, the sidelobe value in the obtained localization results is the largest.
When the absorption coefficient is at its maximum value of 0.6, the sidelobe value in the
obtained localization results is the smallest. When the absorption coefficient is 0.4 and 0.5,
the sidelobe values are the third largest and the second largest, respectively. Although
the sidelobe values obtained by the proposed ISTR-MUSIC method vary under different
absorption coefficients, they are all very sharp, indicating that the proposed method has
good localization performance in reverberant environments.

3.3.4. Different Frequencies

We also investigate the proposed ISTR-MUSIC method’s performance across various
frequencies. Our study particularly emphasizes medium and low-frequency sound sources.
The frequencies examined are 125 Hz, 250 Hz, 500 Hz, and 1000 Hz. The RMSE resulting
from 30 Monte Carlo experiments is presented in Table 1.

Table 1. RMSE under different frequencies.

f/Hz RMSE/m

125 0.2953
250 0.2915
500 0.2110
1000 0.1173

Table 1 indicates that as the frequency of the sound source increases, the RMSE
obtained by the proposed ISTR-MUSIC method gradually decreases. Specifically, the RMSE
for the sound source at 1000 Hz is reduced by 60% compared to the source at 125 Hz. The
RMSE of the localization results for the sound source at a frequency of 250 Hz increased by
only 0.0038 m, which is 1.2%. The RMSE of the localization results for the sound source at a
frequency of 500 Hz increased by 0.08 m, which is 29%.
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3.3.5. Multiple Sound Sources

The proposed method exhibits clear advantages in the environment with multiple
sound sources, assuming three sound sources with a frequency of 1000 Hz, and other con-
ditions remaining as described above. The SSL results of the three methods are illustrated
in Figure 7.
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Firstly, from an overall perspective, all three methods are able to accurately predict
the positions of the dual sound sources to varying degrees. It is evident that the spot
size obtained by the TR method is larger than that of the other two methods. The spot
size obtained by the proposed ISTR-MUSIC method is similar to that obtained by the
MUSIC method, but the localization map of the MUSIC method exhibits a larger and more
prominent sidelobe.

4. Real-Data Experiments

To validate the robustness of the proposed method, we conducted experiments in
real-world environments. The specific environments and experimental procedures will be
detailed in the following sections.

The experiments were conducted in a reverberation chamber with dimensions of
3.2 m × 5.7 m × 4.8 m. The floor of the reverberation chamber is covered with regular tiles,
and the remaining five sides are white walls. The average sound absorption coefficient is
set at 0.3. The measured reverberation time T60 is 2.6 s.

The array adopts a uniform linear configuration, comprising a total of 15 omnidirec-
tional microphones, with a 4938 type of 4938 (Brüel & Kjær, Copenhagen, Denmark) and
frequency response range of 4 Hz to 70 kHz. A certain corner of the chamber serves as the
origin of the Cartesian coordinate system. The array is located on a horizontal plane at a
height of 1.4 m, evenly distributed along the x-axis from 1.0 m to 2.4 m at intervals of 0.1 m,
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with a y-axis coordinate of 1.6 m. The sounding device is a spherical sound source with a
diameter of 0.5 m, and the receiver is the Pulse 3060 module. Both devices are manufactured
by Brüel & Kjær. The spherical sound source is placed at six different positions on a plane
at a height of 1.4 m for emission, with coordinates (2.0, 2.1) m, (1.4, 2.1) m, (2.0, 3.3) m,
(1.4, 3.3) m, (2.0, 4.5) m, and (1.4, 4.5) m. The Pulse device and the computer are positioned
along the wall edge to minimize interference with sound reception. The region of interest in
the reverberation chamber spans from 1.4 m to 2.0 m along the x-axis, from 2.1 m to 4.5 m
along the y-axis, and at a height of 1.4 m along the z-axis. The space along the y-axis ranges
from 2.1 m to 4.5 m, and along the z-axis, it is at a height of 1.4 m, divided into 175 grids
with a spacing of 0.1 m for research purposes. The equipment layout in the reverberation
chamber is shown in Figure 8a, while the schematic diagram of grid division and overall
layout is presented in Figure 8b.
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Figure 8. Overall layout of experimental equipment and the reverberation chamber. (a) Equipment
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Consistent with the simulation, signals at frequencies of 125 Hz, 250 Hz, 500 Hz, and
1000 Hz are still chosen as the sound sources. Taking the sound source at (2.0, 3.3) m as an
example, the SSL results of the proposed ISTR-MUSIC method are shown in Figure 9.

As can be seen from Figure 9, the localization map of the sound source with a frequency
of 1000 Hz is the clearest. The localization results of the remaining three frequency sources
are slightly more ambiguous than those of the 1000 Hz source, but the actual positions of
the sources can still be distinguished. Overall, the proposed ISTR-MUSIC method shows
the highest sidelobe value in the localization results for sound source with a frequency of
500 Hz.

Then, we process the signals collected from six different positions using the proposed
ISTR-MUSIC method and evaluate the performance using RMSE as the performance
evaluation index. The results are shown in Table 2.

Table 2. RMSE of sound sources with different frequencies.

f/Hz RMSE/m

125 0.41
250 0.34
500 0.24
1000 0.17

Table 2 shows that when the frequency of the sound source is at the lowest 125 Hz, the
RMSE obtained by the proposed method is the largest, which is 0.41 m; when the frequency
of the sound source is at the highest 1000 Hz, the corresponding RMSE is the smallest,
0.17 m, which is reduced by 59%. RMSE for sound sources with frequencies of 250 Hz and
500 Hz are 0.34 m and 0.24 m, respectively, which are 17% and 41% lower than the RMSE
for the lowest frequency. In general, the value of RMSE is inversely proportional to the
frequency, and the higher the frequency, the smaller the RMSE of the sound source.
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5. Conclusions

A novel ISTR-MUSIC method is proposed for localizing mid–low frequency sound
sources in reverberant environments. The proposed method fully utilizes the anti-reverbera-
tion characteristics of the time reversal method and the high-resolution advantages of the
MUSIC method. In our method, the singular value decomposition method is used to obtain
the signal subspace and noise subspace for the time reversal operator, and the transfer
matrix is calculated using the image-source method. The effectiveness of the proposed ISTR-
MUSIC method has been verified through simulation experiments. Firstly, by comparing it
with the traditional time reversal method and the MUSIC method, the advantages of this
method are demonstrated in the reverberant environments. Then, the SSL performance
of the proposed ISTR-MUSIC method under different conditions is studied in detail. The
results indicate that the proposed method achieves satisfactory spatial resolution and
strong robustness in the reverberation environment with fewer array elements and lower
SNR. The real-data experiment was carried out in the reverberation chamber to localize the
sound source through the proposed ITR-MUSIC method. The experimental results indicate
that the ISTR-MUSIC method has a small RMSE in practical environments. All evidence
indicate the effectiveness of the ISTR-MUSIC method for sound source localization in
reverberant environments.
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