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Abstract: Context modeling has always been the groundwork for the dialogue response generation
task, yet it presents challenges due to the loose context relations among open-domain dialogue
sentences. Introducing simulated dialogue futures has been proposed as a solution to mitigate
the problem of low history–response relevance. However, these approaches simply assume that
the history and future of a dialogue have the same effect on response generation. In reality, the
coherence between dialogue sentences varies, and thus, history and the future are not uniformly
helpful in response prediction. Consequently, determining and leveraging the relevance between
history–response and response–future to aid in response prediction emerges as a pivotal concern.
This paper addresses this concern by initially establishing three context relations of response and
its context (history and future), reflecting the relevance between the response and preceding and
following sentences. Subsequently, we annotate response contextual relation labels on a large-scale
dataset, DailyDialog (DD). Leveraging these relation labels, we propose a response generation model
that adaptively integrates contributions from preceding and succeeding sentences guided by ex-
plicit relation labels. This approach mitigates the impact in cases of lower relevance and amplifies
contributions in cases of higher relevance, thus improving the capability of context modeling. Experi-
mental results on public dataset DD demonstrate that our response generation model significantly
enhances coherence by 3.02% in long sequences (4-gram) and augments bi-gram diversity by 17.67%,
surpassing the performance of previous models.

Keywords: dialogue generation; context modeling; context relation

1. Introduction

Open-domain dialogue has been a long-standing issue in natural language process-
ing, and the end-to-end response generation methods have attracted increasing atten-
tion recently [1–5]. The relationship between dialogue sentences in open-domain dia-
logues is loosely coupled; a dialogue history can lead to multiple different responses
(i.e., one-to-many phenomenon), and the dialogue history often contains irrelevant noise.
Therefore, the correlation between history and response is not always closely related, so
predicting response based on history alone is insufficient.

The research on enhancing context relations is mainly divided into two categories:
(1) reducing history noise or increasing future information, such as improving the impor-
tance of key semantic information by filtering dialogue history [6–8], or introducing the
dialogue future to provide more context information [9–11]; and (2) exploring the internal
text features of the context and using these features to assist context modeling, such as
using keywords [12], topic words [13,14], and hierarchical information [15] to achieve better
contextual modeling. Among them, text features are closely related to the dialogue context
relations, so analyzing and utilizing the context is the focus of these works. However,
especially in work that introduces the dialogue future, they simply assume that the history
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and future of dialogue have the same impact on response generation, but we find that they
have different effects in different dialogue contexts. For example, in some inquiry scenarios,
it is often in the form of question–answer, and the next question (future) is often not very
relevant to the previous answer. Therefore, we propose that when using history and the
future to simultaneously predict responses, the relevance between history–response and
response–future should be given, which we call the response’s context relation. Otherwise,
introducing less relevant information into the response prediction process will affect the
prediction results.

Therefore, to address the aforementioned problems and better utilize the dialogue
context, we first research the dialogue context relations and then propose a response gener-
ation method to utilize these relations. Our work encompasses two key aspects: (1) Context
relations analysis and annotation: We employ three consecutive sentences as the basic unit.
Based on the binary correlation between history–response and response–future, we obtain
three context relations of response. For example, the above-mentioned history–response
relevance but response–future irrelevance in the question–answer scenarios is one of our
three context relations. We then annotate the context relation labels on a popular dialogue
dataset DailyDialog [16]. (2) Context relations utilization: Building upon the annotated
context relations, we propose a dialogue generation model that adaptively integrates the
information of dialogue contexts, enhancing contextual modeling and enriching response
prediction. Specifically, our model first generates two responses based on dialogue history
and simulated future and learns to adaptively fuse these two generated responses through
annotated relation labels to produce the final response. The primary contributions of this
paper encompass the following:

• Propose three dialogue context relations based on three consecutive dialogue sentences
(history, response, and future) and annotate them on a large amount of data.

• Propose a response generation model that adaptively integrates the information from
dialogue contexts guided by the dialogue context relation labels. To the best of our
knowledge, we are the first to introduce dialogue context relations to assist context
modeling for dialogue generation.

• The experimental results demonstrate that our model outperforms previous strong
baseline results on the DD dataset, achieving better context modeling ability by
introducing the dialogue context relations.

Our research focuses on open-domain dialogue, with the main aim of providing more
appropriate replies in response generation tasks. Among them, the key problem we address
is that the relations between dialogue sentences in chitchat are loose, and it is difficult to
perform high-quality context modeling. Therefore, we propose explicit contextual sentence
relations to illustrate the binary relevance between the response and its context, which
provides a reference for the degree of context utilization in response prediction tasks.

The remainder of this paper is organized as follows. In Section 2, we introduce some
related studies of open-domain dialogue generation models from two types. In Section 3,
we describe the context relations analysis from the aspect of task statement, data description,
and annotation. Section 4 demonstrates our proposed model to predict response based
on the context relations in detail. Section 5 states the experimental setup of baselines and
evaluation metrics. The experimental results and analyses are given in Section 6. Finally,
we summarize the models and suggest potential ways to improve the performance of the
models in Section 7.

2. Related Work

Dialogue response generation has always been hot research in the field of natural
language processing [17,18]. According to the degree of utilization of the dialogue context,
the existing response generation models can be divided into two categories: models that
generate responses based only on history (His2Res) [19–21], and models that generate
responses relied on both history and future information (His&Fut2Res) [3,10,11,22]. Among
them, the His2Res methods focus on mining the text features (such as keywords, topic,
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and hierarchical information) in the dialogue history to assist in response generation. The
His&Fut2Res methods are dedicated to providing more complete dialogue information by
introducing the dialogue future (the dialogue sentence after the response). In Table 1, we
compare the two types of models and show the focus of each model.

Table 1. Comparison of dialogue response generation models.

Type Model Feature/Future Stage

His2Res DAWnet Feature (keywords) train
His2Res KnowHRL Feature (topic) train
His2Res DKGT Feature (topic) train
His2Res TA-Seq2Seq Feature (topic) train
His2Res HiSA-GDS Feature (hierarchy) train
His2Res HSAN Feature (hierarchy) train
His2Res IEHSA Feature (hierarchy) train
His2Res HHKS Feature (hierarchy) train

His&Fut2Res Posterior-GAN Dialogue Future train
His&Fut2Res RegDG Dialogue Future train
His&Fut2Res Prophetchat Dialogue Future train, inference
His&Fut2Res HDLD Dialogue Future train
His&Fut2Res H-F Prompt Dialogue Future inference

2.1. His2Res Methods

Incorporating keywords proves to be a straightforward yet efficient approach for
enhancing response generation. Ref. [12] presents the DAWnet model, which first explores
the deep and wide keywords for the current dialogue and then utilizes these keywords
to deepen and widen the chatting topics. The utilization of dialogue topics is also a
common practice in dialogue generation methods. For example, KnowHRL [13] pre-plans
a set of conversation topics as chat targets to promote knowledge matching and response
generation. DKGT [23] proposes a dynamic knowledge graph-based topic conversation
model, which utilizes a static graph attention mechanism to combine knowledge triplets
in each dialogue sentence to predict the next chat topic. TA-Seq2Seq [14] focuses on
transforming the conversation topic to assist in response prediction. Combining multiple
levels of dialogue context can achieve better context modeling and also yields notable
effectiveness in response generation tasks, such as HiSA-GDS, HSAN, IEHSA, HDID and
HHKS [15,24–27]. For example, HiSA-GDS utilizes the word-level and sentence-level
history successively to interact with responses. These methods gain a more appropriate
response through the interaction of responses and multiple levels of history.

His2Res are currently a widely used response prediction method type, which can
enhance the correlation between conversational sentences by adding different information.
However, the relationship between history and response is often loosely coupled in open-
domain dialogues, and one history can always correspond to different responses; thus, the
introduced features always have little effect.

2.2. His&Fut2Res Methods

Modeling the full History–Response–Future context by the neural network is a direct
and effective method, but there is only a small amount of follow-up work. For example,
Posterior-GAN [10] and RegDG [11] help the model learn the relations among History–
Response–Future through adversarial training and imitative learning, respectively, in the
training phase. Prophetchat [3] designs a beam-search-like roll-out strategy for dialogue
future simulation and provides the future sentence in both the training and inference
phases. Ref. [26] believes that people can infer follow-up sentences (or tokens) based on the
previous text, and vice versa. Therefore, they propose Hierarchical Duality Learning for
Dialogue (HDLD), aiming to maximize the mutual information between past and future
sentences. H-F Prompt [28] proposes a lightweight dialogue generation framework named
few-shot history–future prompt that utilizes useful histories and simulated futures to
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generate more informative responses without the need for fine-tuning or adding extra
parameters. However, we think these methods lack the consideration of the specific
contextual relations.

His&Fut2Res is a recently proposed response prediction method that can effectively
alleviate the low relevance of conversational sentences in open fields by introducing
conversational futures. These methods of introducing future sentences either combine
explicit conversational futures only in the training phase or add similar or simulated futures
in the inference phase. However, the premise of these methods is that the dialogue history
and dialogue future contribute equally to response prediction, but in fact, the correlations
between history–response and response–future have various applicable situations, and the
utilization of both would be insufficient if treated equally.

3. Context Relations Analysis

This section provides the statement of the problem we addressed, the description of
the dataset, and the related data preparation steps.

3.1. Problem Statement

As mentioned in the introduction, in this paper, we aim to tackle a dialogue generation
problem. Given the dialogue history of the two speakers, the goal is to predict the most
appropriate reply based on a pre-trained model. A simple and widely used method is to
predict responses based solely on history, but since the connection between responses and
history is often loose in the open domain, it is often necessary to introduce more information
to obtain a suitable reply, such as conversational future information. However, in the case
of low-conversational sentences, more information is often less helpful, and in the case
of high relevance, more information is more effective. Therefore, we must first clarify the
correlation between dialogue sentences. In order to obtain the relationship of conversational
sentences, we first consider the basic unit composition of sentence correlation and the types
of correlation corresponding to the correlation combination.

In our context relations analysis, considering that (1) selecting multi-sentence contexts
introduces analytical and computational complexity, and (2) predicting multiple future
sentences by the dialogue model increases the inaccuracy and easily introduces noise, we
choose three dialogue sentences to form a concise unit that is relatively enough to express a
basic context without making the analysis too complicated.

In addition, although the correlation between two sentences is divided into strong and
weak, the specific numerical value is difficult to obtain because (1) it is difficult to grade
the correlation, (2) different people have different definitions of the strength of sentence
relevance, and (3) it is difficult to train annotators to have a unified understanding of
complex annotations. Moreover, since our goal is to find relevant and irrelevant aids for
computational models, we believe that simple labels that ensure high accuracy are most
appropriate. Therefore, we use binary relevance to analyze two dialogue utterances, this
not only reduces the difficulty of annotating but also makes the modeling of the utterance
relations more straightforward.

Based on the above analysis, we define the contextual relationship in the three
sentences as follows.

For the T turns dialogue sequence u1, u2, u3, . . . , uT , note any three consecutive turns
ut−1, ut, ut+1 as H, R, F, denoting dialogue history, response, and future, respectively. We
analyze the binary relation of H-R and the binary relation of R-F. Based on the relation
between H-R and R-F, we can draw three response-centered context relations:

(1) relation1, H and R are related, R and F are unrelated;
(2) relation2, H and R are unrelated, R and F are related;
(3) relation3, H and R are related, R and F are related.

Note that there are very few cases where H-R is irrelevant and R-F is irrelevant, so we
do not consider it.
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3.2. Data Description

We mainly performed our research study on the DailyDialog [16] released for the open-
domain dialogue task in 2017. DailyDialog [16] comes from websites related to English
learners and is collected by crawling a large number of dialogue practice content from
English learning websites. These dialogue data focus on several major topics and contain
real-life daily dialogues, covering ten topics, including tourism, politics, finance, etc. The
dialogue topics are more concentrated and more helpful for training dialogue models. In
addition, the conversations on these websites are written by English learners and are more
grammatically rigorous than the datasets constructed from Weibo, such as Twitter and
Chinese Weibo. There are 13,118 dialogues in DailyDialog, with an average of 7.9 turns per
dialogue. The training set contains 11,118 dialogues, the dev set contains 1000 dialogues
and the test set contains 1000 dialogues. As a public open-domain dialogue dataset, this
dataset is widely used as evaluation data for various dialogue models.

Secondly, since DD involves chatting without knowledge, the meaning of some con-
versational sentences is easily unclear. Therefore, to improve the accuracy of annota-
tion, we also extract some data from the Wizard of Wikipedia (WoW) [21] to supplement
knowledge-based conversations. WoW is a document-based open-domain conversation
dataset proposed by FaceBook in 2019. WoW uses Wikipedia as a knowledge base and
covers a wide range of topics (1365 in total). Each data sample has a selected topic, a
conversation history, a basic factual knowledge sentence, and a corresponding conversation
reply. Each round of dialogue includes two roles: mentor and apprentice. Both parties
conduct in-depth exchanges on a certain topic. Among them, the apprentice does not obtain
the document information in advance, and the tutor needs to pass the core content to the
apprentice through dialogue. The entire dataset has more than 20,000 conversations and
5.4 million documents.

3.3. Data Annotation

Since our basic unit is three sentences, we first divide the DD and WoW data into
samples composed of three sentences [H, R, F]. Considering that manual annotation is too
expensive, we adopt a method that combines manual and automatic annotation. We first
obtain a part of high-quality data labels through manual annotation, and then train an
annotation model through the data and labels, and the model completes the annotation of
the remaining data. Through this annotation method, we can quickly obtain annotation
results on a large number of datasets. However, this annotation method also has limitations.
Since the annotation model is trained based on manual labels, its highest accuracy is often
lower than manual annotation. Therefore, we recommend adopting an ensemble way of
multiple annotation models for automatic annotation tasks that require high accuracy. For
example, in our task, we obtain two classification models from the perspectives of semantic
classification and feature classification and then combine their results. This method can
greatly improve automatic annotation.

3.3.1. Manual Annotation

We select 11 annotators with a foundation in natural language processing. According to
the analysis in the problem statement section, there are 3 relationships, so the corresponding
relationship labels are 1/2/3. The relation labels and corresponding relevance between
sentences are shown in Table 2.

Table 2. Explanation of the three relation labels.

H-R R-F Relation Label

relation1 relevant irrelevant 1
relation2 irrelevant relevant 2
relation3 relevant relevant 3
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The rules for determining relevance include two levels: one is the existence of keyword
correspondence and co-reference at the word level, and the other is a question-and-answer
form or topic coherence at the sentence level. If the requirements of these two levels are not
met, the two sentences are judged to be irrelevant with high probability.

In addition, to annotate the context relations more accurately, we also annotate
the three binary dialogue attributes in two consecutive dialogue sentences: keywords
(two sentences have similar keywords), topic shift (topic changes in two sentences), and
specific information (the two sentences with specific meaning).

Finally, based on the above annotation rules, we crowdsource the labels of relations
and attributes on the DD and WoW datasets, obtaining 6300 labels; among them, 3300
are from the DD and 3000 are from the WoW. To verify the consistency of the manual
annotation, we also randomly select 2300 items from them and give them to different
people for secondary annotation. As a result, we find a 62.87% agreement rate for relation
labels and a 78.43% agreement rate for attribute labels.

3.3.2. Automatic Annotation

Based on the above-mentioned high-quality manually labeled labels, we train a clas-
sification model that can classify the relationship types of three consecutive sentences.
This model is used to label the relationship labels of the remaining unlabeled samples in
DD. Since we have also annotated three dialogue attributes, we can not only classify rela-
tionships based on semantics from the perspective of dialogue sentences but also classify
relations from the perspective of attributes. Thus, our classification model is an ensemble
model, containing a semantics-based XLNet [29] and a feature-based decision tree.

XLNet is a BERT-like model that can classify input text. It adopts a general autoregres-
sive pre-training method, and the training process is divided into two stages: the first stage
is the language model pre-training stage, and the second stage is the task data fine-tuning
stage. In our experiment, the XLNet classification model inputs three consecutive dialogue
sentences and outputs the relation label corresponding to these sentences.

The decision tree is a common machine learning method that uses features for clas-
sification. Each internal node of the decision tree represents an attribute, each branch
represents a judgment condition, and each leaf node represents a category. For each leaf
node, majority voting is used for classification, that is, the category with the largest propor-
tion in the node is selected as the predicted category of the node. In our experiment, the
decision tree inputs an attribute string (like [1, 1, 0, 1, 0, 0]) and outputs the corresponding
relation label.

The accuracy rates of XLNet and the decision tree are 67.38% and 66.43% respectively,
which shows that our relations are learnable and computable for the computational models,
both from the perspective of dialogue sentences and dialogue attributes. The ensemble
model’s classification accuracy is 71.83%, and we label the model to annotate the unlabeled
data. Among them, XLNet simulates the way humans distinguish different relationships
and classifies relation categories based on three sentences. However, during the manual
annotation process, we find that it is difficult for humans to distinguish different relation-
ship categories, so the classification accuracy of XLNet is in line with expectations. The
decision tree model takes dialogue attributes as input, which is equivalent to extracting
the key features of sentences in the form of natural language. Compared with the original
dialogue sentences, the key information extraction by humans makes the relation classifica-
tion problem simpler, so the decision tree achieves better results. For the ensemble model
that finally combines the two models, it integrates the advantages of the two. It not only
integrates judgment from a semantic perspective but also provides classification results
from a feature perspective, so it achieves the highest accuracy.

For the two models, the decision tree is a machine learning model. The model scale is
very small and only takes 10 to 30 min to predict relations. The pre-trained model XLNet
needs further training. Our manually labeled data are 6300, which is divided into a training
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set and a dataset at a ratio of 8:2. On this data, we use XLNet-base, which requires about
7G of memory and takes about 2 h of training time to achieve the fitting of the model.

3.3.3. Annotation Result

After manual and automatic annotation, the proportions of the three types of re-
lation1/2/3 in DD data are 27.22%/18.15%/54.63%, respectively. Therefore, all of our
proposed dialogue relations exist in real dialogue scenarios and can be distinguished from
a human perspective. Among them, the proportion of relation1 is only 27.22%, which
indicates that the existing methods of generating responses based only on the dialogue
history cannot model most dialogue scenarios well, as they underestimate the importance
of context in dialogues and do not take full advantage of it. The proportion of relation3
is 54.63%, which indicates that the current model using both contextual information can
handle close to half of the dialogue scenarios, but there is still a lack of learning for re-
lation2, which also has a not low proportion (18.15%). Neither of these two generation
methods can fully cover various dialogue relations in real dialogues, which shows that the
existing response generation methods do not fully consider the correspondence between
responses and contexts, and there is still a big gap between the dialogue modeling and the
real situation.

4. Dialogue Generation Model

Based on the above analysis of dialogue relations, we can find that most of the existing
dialogue generation models predict response with history as input, which is consistent
with the context relation in relation1. However, it is difficult to effectively simulate the
context relations in other relations (approximately 72.78%). There is also a small amount
of work that introduces dialogue future; however, these methods implicitly model the
relations between contexts without specific explicit contextual relations as guidance, and
often cannot model all the dialogue relations proposed in this paper.

Based on the above analysis, we believe that there are reasons to put forward the
following hypotheses.

We hypothesize that without explicit context guidance, it is difficult for the model to
learn the conversation history and future utilization of simulated conversations during
training. If history and future information is fed directly into the model without empha-
sizing which part is more important for response prediction, the model will be confused
between the two types of information and will not know which content to lean toward when
predicting the response. If the model is affected by noise brought by low-correlation data,
it will affect the model effect. Therefore, when predicting responses, it is very important to
guide history–response and response–future correlations. Based on the above assumptions
and analysis, we propose an explicit context relations-guided dialogue generation model,
using different context relevance features in different relations as a bridge to guide the
model to learn the contribution of each relation’s context to the response, thereby enhancing
the effectiveness of response generation.

By introducing an explicit contextual relationship guidance mechanism, our model
can better understand and exploit various relations in conversations. This helps improve
the effectiveness and quality of conversation generation, making the responses generated
more coherent and relevant.

4.1. Overview

Notations. As in Section 3.1, the dialogue history, response, and future are still
represented as H, R, and F, while the corresponding hidden vectors obtained in the model
are h, r, and f . We use Rel = (whr, wr f ) to represent the annotated relevance labels, where
whr is the relevance label of H-R, wr f is the relevance label of R-F. In addition, the simulated
response and future by the model are labeled by ∗, and the variables without ∗ are ground
truth sentences. And we note the forward generator which predicts the response by history
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as GF, and the generator which predicts the future by history as GF2. The GB is the generator
predicting the response by using future information.

Model overview. This paper proposes a response generation model with adaptive con-
text relations, which is composed of three components. The first component, Bidirectional
Response Generation, predicts two hidden representations of the response with history
and simulated future respectively, which represent the contribution of two sentences to the
response. The second component, Bidirectional Relevance Learning, obtains the relevance
strength of [H, R] and [R, F] with the annotated relevance labels as constraints, which repre-
sent the contextual relation of different dialogue relations. The third component Adaptive
Response Generation adaptively fuses two representations of response by introducing
the response–history and response–future relevance strength to obtain the final response.
The goal of the model is to predict an appropriate response R∗ under the conditions of
given dialogue history H, simulated future F∗, and context relevance labels (Rel). Thus,
the objective is:

arg max
θ

p(R∗|H, F∗, Rel, θ) (1)

where θ is the parameters of our model. The model framework is shown in Figure 1.
BART-base [30] is used as the backbone of the encoder–decoder generators GF, GF2 and GB.
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Figure 1. The overall framework of the dialogue generation model.

4.2. Bidirectional Response Generation

In this section, we consider generating the response from history2response and fu-
ture2response directions. The forward response rh is predicted by the history, and the
backward response r f is predicted by the simulated future.

Forward response generation. We use history H as input of GF to predict the forward
response:

rh, Rh
∗ = GF(H) (2)

where rh is the hidden vector of response and Rh
∗ is the generated response sentence.

Backward response generation. Since the dialogue future is not available, we have to
obtain a simulated future first and then predict the backward response using it.

We use a cross-step approach to simulate the future directly from the dialogue history:

fh, Fh
∗ = GF2(H) (3)

where fh is the hidden vector of future, and Fh
∗ is the simulated future sentence.

Then, the backward response is obtained by generator GB based on the hidden vector
fh of the future:

r f , R f
∗ = GB( fh) (4)

where r f is the hidden vector of response, and R f
∗ is the generated response sentence. All

three generators GF, GF2, and GB are constrained by the standard Negative Log Likelihood
(NLL) loss with the gold response or gold future in the training phase.
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4.3. Bidirectional Relevance Learning

This component learns the relevance of history–response and response–future through
the representations H, Rh

∗, and Fh
∗. In order to simulate the strength of different con-

textual correlations in different relations, we use the annotated 0/1 relevance whr and
wr f as the gold labels to constrain the model to learn the bidirectional relevance hidden
representations c1 and c2 and then obtain the history–response relevance score w1 and
response–future relevance score w2 from c1 and c2 through soft learning.

Forward relevance learning. The quality of Rh
∗ generated from the gold history

is better than R f
∗ generated from the simulated future in Section 4.2, so we use Rh

∗ to
represent the response in relevance learning. We first concatenate the history and response
as the input of the BART-encoder (Enc in Figure 1) to obtain the hidden representation h1:

h1 = Enc([H, Rh
∗]) (5)

Then, h1 is fed into multiple MLPs to obtain the 1-dimensional relevance hidden vector c1
of history and response. The specific relevance value p1 is obtained with sigmoid activation:

c1 = MLPc1(h1) (6)

p1 = sigmoid(c1) (7)

We constrain p1 by the Mean Square Error (MSE) loss with the binary 0/1 annotated
relevance label whr, where N is the number of training examples:

LossMSE =
∑N

1 (whr − p1)
2

N
(8)

To reduce the impact of noise in the annotation and error in the model learning, instead
of using p1 directly, the model learns the history–response relevance w1 from the hidden
vector c1 with the soft learning method. We feed c1 into MLPs and sigmoid to learn a
soft relevance value w1 of the history and response, then pass it to the next component of
the model:

w1 = sigmoid(MLPw1(c1)) (9)

Note that to guarantee the effect of relevance labels, the hidden vector c1 is only
constrained by MSE loss. The NLL loss in Section 4.4 is not back-propagated to c1.

Backward relevance learning. Similar to the calculation process of w1, we use [Rh
∗, Fh

∗]
as input to learn the relevance value w2 of the response and future by the constraint of label
wr f .

4.4. Adaptive Response Generation

We obtain the bidirectional hidden vectors rh and r f in Section 4.2, and the bidirectional
relevance w1 and w2 of the response–history and response–future in Section 4.3. In this
section, we use them together to generate the final response adaptively.

We use w1 and w2 as weights to weighted rh and r f to obtain the final response hidden
vector rh f :

rh f = w1 ∗ rh + w2 ∗ r f (10)

We use a simple decoder Dec in Figure 1 as the final generator which consists of linear
layers to predict the final response. We feed rh f into Dec to map rh f to the probability of
the vocabulary and then obtain the generated response sentence R∗:

R∗ = Dec(rh f ) (11)

This simple response generator Dec is also constrained by NLL loss with the gold
response in the training phase.
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5. Experimental Setup
5.1. Baselines

The strong baseline models compared in this paper can be divided into two groups:

(1) Introducing a dialogue future during response generation.

NEXUS [9] introduces an auxiliary continuous code space and maps such a code space
to a learnable prior distribution for estimating the future in the inference phase. This
method introduces the dialogue future in the training stage, uses the model to implicitly
learn the characteristics of the dialogue future, and uses the ability of the model to indirectly
assist in response prediction during the inference stage.

RegDG [11] is a response generation model which utilizes gold future in the training
phase. They use the teacher–student model to realize the utilization of future information,
in which the teacher model predicts responses based on historical and future information,
and the student model only has history as the input. During the training process, the
student model is constrained to learn the teacher model’s use of future information.

ProphetChat [3] is a DialoGPT-based model that utilizes the simulated future infor-
mation in the response inference phase. Compared with the above two baseline models
that introduce explicit dialogue futures in the training stage, this method can also intro-
duce explicit dialogue futures in the inference stage by predicting the future in advance,
improving the utilization efficiency of future information.

HDLD [26] uses hierarchical duality learning for dialogue to simulate human cognitive
ability, estimating future information implicitly. Compared with ProphetChat, this method
also models the dialogue prediction from the direction of the future to history, making
more thorough use of history and future sentences.

(2) Classic models that only consider the dialogue history.

HRED [6] is a hierarchical neural network architecture model. HRED uses an Encoder
RNN mainly to encode the input sentence. The middle layer context RNN is used to encode
dialogue-level information such as the status and intention of the entire dialogue. The
hidden layer of context RNN Vectors can remember previous dialogue information and
become context vectors.

Transformer [31] is an encoder–decoder model based on the attention mechanism. Its
encoder is used to encode the input dialogue history into context vectors, and the decoder
decodes the context vectors to predict the sequence for the response. Each layer of the
encoder and decoder consists of a multi-head self-attention layer and a fully connected
feed-forward network layer. Compared with traditional RNN methods, the transformer
has better position awareness and representation ability, and can capture long-distance
dependencies.

D2GPO [32] adds a data-dependent Gaussian prior objective function to the maximum
likelihood estimation objective function to enhance training. Compared with models based
on maximum likelihood estimation, this method alleviates the suppression of maximum
likelihood estimation in terms of diversity by introducing an extra Kullback–Leibler and
makes effective use of a more detailed prior in the data.

AdaLabel [33] uses another decoder of bidirectional attention to dynamically estimate
a token distribution at each time step. In order to alleviate the poor generation diversity
problem, this method proposes an adaptive Label Smoothing (AdaLabel) approach that
can adaptively estimate a target label distribution at each time step for different contexts,
improving the diversity of response predictions.

iVAEMI [34] is a VAE-based model with regularization of maximizing mutual infor-
mation. This method proposes sample-based representations of variational distributions
for natural language, leading to implicit latent features, which can provide flexible repre-
sentation power compared with Gaussian-based posteriors and can alleviate the “posterior
collapse” issue.
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PLATO [35] is a pre-trained dialogue generation model. PLATO w/oLatent with dis-
crete latent variables is designed to tackle the inherent one-to-many mapping problem in
response generation.

Dual [36] is a model that exploits abstract meaning representation to help dialogue
modeling. Compared with the textual input, abstract meaning representation explicitly
provides core semantic knowledge and reduces data sparsity. It shows the superiority
of our model. Dual shows better performance in dialogue understanding and response
generation tasks.

5.2. Evaluation Metrics

Automatic Evaluation. We choose BLEU-1/2/3/4 [37] to measure the consistency
between the generated response and the reference. We use evaluation codes from model
Dual [36] to calculate our model results. Dist-1/2 [38] are used to assess the uni-gram/bi-
gram diversity of generated response.

6. Experimental Results
6.1. Overall Performance

Table 3 shows the main experimental results of our model. For other models, we use
the results directly from their papers. It shows that our method consistently achieves the
best results on all metrics, especially in long sequence consistency (BLEU-4) and diversity
(Dist), surpassing the previous models.

Table 3. Main results of our model with all evaluation metrics, the bold font in the table represents
the best result value.

Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 Dist-1 Dist-2

HRED 17.19 7.76 4.35 2.53 1.67 6.41
NEXUS 17.33 7.40 4.10 2.34 2.46 8.13

Transformer 19.69 10.15 6.43 4.37 2.18 13.94
RegDG 21.14 11.04 7.39 5.48 2.12 9.74
D2GPO 22.17 11.98 7.86 5.55 2.08 14.87

ProphetChat 23.21 14.17 10.62 8.25 4.05 22.67
AdaLabel 24.16 14.80 10.85 8.63 3.95 22.20

HDLD 27.52 18.26 14.30 12.02 4.37 23.23
iVAEMI 30.90 24.90 - - 2.90 25.00
PLATO 39.70 31.10 - - 5.30 29.10

PLATOw/oLatent 40.50 32.20 - - 4.60 24.60
Dual 40.80 35.00 32.70 31.50 6.60 33.00
Ours 41.05 35.61 33.51 32.45 7.01 38.83

6.2. Ablation Study

Our model contains three components: component1 contains two response generators
(GF and GB) and a future generator GF2; component2 implements the learning of sentence
relevance by annotated labels; component3 uses a simple generator Dec to predict the final
response. In this part, we analyze the performance of the 3 response generators and the
effect of our annotated labels.

The performance of response generators. GF, GB, and Dec are 3 response generators
fed with history, future, and [history, future, relevance label] as inputs, respectively. We
first analyze their performance and then discuss their functionality from the perspective of
different dialogue relations.

Table 4 shows the results of the 3 generators. We first compare OursGF with BART
because they have the same model relation and input, the only difference being that OursGF
is also constrained by the final NLL loss from the Dec through back-propagating. OursGF
shows significantly better results on BLEU-2∼4 (+0.16, +0.3, +0.34), which indicates that the
relevance-aware final loss facilitates the context modeling between history and response.
Then, we compare OursGB with OursGF . The difference between them is that OursGB uses
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the simulated future generated by OursGF2 as input. However, the performance of OursGB
is not decreased much, which not only shows that our method of simulating the future by
history in OursGF2 is feasible but also demonstrates that the extremely difficult backward
generation can still perform well via our model design. OursDec achieves the best results in
all metrics, which proves that it can reasonably combine the strengths of both OursGF and
OursGB with the help of relevance labels to achieve better results.

Table 4. Ablation results of different components of our model, the bold font in the table represents
the best result value.

BLEU-1 BLEU-2 BLEU-3 BLEU-4

BART 39.84 34.43 32.34 31.27
OursGF 39.73 34.59 32.61 31.61
OursGB 39.43 34.14 32.14 31.12
OursDec 40.12 34.98 33.04 32.05

Further, we compare the 3 response generators on different dialogue relations in
Table 5. OursGF obtains better results than OursGB on relation1, while OursGB has better
performance on relation2. This shows that with the help of sentence relevance labels,
OursGF and OursGB in our framework are more focused on learning the relations that
they correspond to. And OursDec obtains the best performance in all the relations, which
indicates that it can make good use of the annotated labels and further handle different
dialogue relations flexibly.

Table 5. Evaluation results (BLEU-4) of the GF, GB, and Dec of our model on different dialogue relations,
the bold font in the table represents the best result value.

Relation1 Relation2 Relation3

OursGF 31.00 26.34 33.13
OursGB 30.41 26.53 32.51
OursDec 31.65 26.85 33.43

The effect of sentence relevance labels. To validate the effect of the relevance labels, we
design two alternative methods for obtaining w1 and w2 without the help of labels based
on our model framework: (1) assigning fixed values 0.5 to w1 and w2, called Ours f ix; and
(2) letting the model learn w1 and w2 by itself implicitly, called Ourslearn.

As the results show in Table 6, Ours f ix does not perform well because the equal-
weight fusion method is less appropriate for relation1 and relation2. Then, Ourslearn does
not achieve good results either, which proves that dialogue sentence relevance cannot
be learned well by the generation model itself implicitly. Finally, Ours shows the best
performance, proving that explicit supervised labels on the relevance learning can make
the model obtain suitable relevance weights corresponding to different dialogue contexts.

Table 6. Evaluation results of the different relevance obtaining models, the bold font in the table
represents the best result value.

BLEU-1 BLEU-2 BLEU-3 BLEU-4

Ours f ix 38.51 33.93 32.22 31.41
Ourslearn 39.26 34.02 31.99 30.93

Ours 40.12 34.98 33.04 32.05
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6.3. More Analysis

We discuss the response generation model performance and dialogue relation from
two perspectives: (1) the performance of generation models on different dialogue relations,
and (2) the impact of different dialogue relations on generation models.

6.3.1. Model Performance on Different Dialogue Relations

We take the BART and our model as the representatives of the history-based and
history&future-based response generation models and show their results on different
dialogue relations in Table 7.

Table 7. Models performance (BLEU-4) on different dialogue relations, the bold font in the table
represents the best result value.

Relation1 Relation2 Relation3

BART 31.03 26.14 32.62
Ours 31.65 26.85 33.43

From the results, it can be concluded that for both generation models, the difficulty of
dialogue relations is relation2 > relation1 > relation3. relation1 is related to history, relation2
is related to the future, and they both rely only on unilateral information. While real future
information is not available in practice, relation2 is more difficult than relation1. relation3
is easy to learn because it is related to both the history and future, which contain much
information and account for the largest proportion of data.

Compared to BART, our model has the most significant improvement with relation2
(+2.7%) due to the introduction of modeling future information and the assistance of context
sentence relevance. The second is the improvement of relation3 (+2.5%), which is because
our model can learn good relevance values of the history and future to fit the relation3 data.
For relation1, which only uses the history, our model also improves 2% more than BART.
This indicates that our model is not only better because of modeling future information
but also because the use of dialogue sentence relevance labels guides the model training
process of each component so that the full model can learn different abilities according to
different dialogue relations.

6.3.2. Impact of Different Dialogue Relations on Models

To investigate the potential of context modeling, we test the upper limit of different
context modeling methods with gold data corresponding to different dialogue relation
combinations. For example, BART(H,F) corresponds to relation3, where the response is
related to both history and future, so [H, F] is used as the input. And BART(H,F,gold Rel)
corresponds to all the relations because sentence relevance labels Rel can distinguish which
relation it is.

From Table 8, we conclude the following: (1) The relation2-based model BART(F) is
better than model BART(H), which is based on relation1 because the explicit information
in future can alleviate the one-to-many problem. (2) Model BART(H,F) based on relation3
is the best because it utilizes both the history and future. (3) BART(H,F,gold Rel), which is
based on all the relations by the hard 0/1 dialogue sentence labels, is suboptimal because
the hard 0/1 labels cannot reflect the specific relevant strength.So, it needs to be exploited
in a specially designed way, e.g., our soft learning method. (4) There is a gap between Ours
and the ceiling BART(H,F), the main reason being that it is difficult to simulate the future,
where great research potential still lies.
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Table 8. Ceiling and actual results for different context input. The input information of each BART-
based model is in the subscript bracket. H, F, and gold Rel denote the gold history, gold future, and
gold binary sentence relevance labels, respectively. All results are unreachable, in fact, except for
BART(H) and Ours.

BLEU-1 BLEU-2 BLEU-3 BLEU-4

BART(H) 39.84 34.43 32.34 31.27
BART(F) 40.54 34.80 32.59 31.45

BART(H,F) 44.22 38.25 35.77 34.43
BART(H,F,gold Rel) 42.96 36.72 34.14 32.73

Ours 40.12 34.98 33.04 32.05

6.4. Case Study

We present two cases in Figure 2. The responses generated by our model are more
appropriate than others. Case1 corresponds to relation3, where the response is related
to both the history and future, and case2 corresponds to relation1, where the response is
only related to the history. Through the observation of the two cases, we can find that
(1) BART and OursGF have difficulty generating responses that elicit the future, (2) OursGB
with the simulated future as input has difficulty in predicting the response related to the
history, (3) Ourslearn and Ours f ix have the complete context as input but no relevance label
as constraint, which leads to the lacking of targeted learning for different context relations,
so the responses are not appropriate, and (4) due to the help of relevance labels, our model
utilizes the history and the simulated future reasonably. Our model focuses on modeling
the complete context in case1, so it generates a response that not only responds to history
but also elicits the future. For case2, our model targets how to respond to the history
without eliciting the future, thus grasping the keyword “college” in history and giving a
more appropriate response.

Figure 2. Two cases of the generated responses from different models.
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7. Conclusions

In this paper, we propose a new response-centered dialogue relations analysis for
three consecutive dialogue sentences. We present three basic dialogue relations that are
applicable to computational models and perform annotation and relation analysis on
large-scale data. Based on the analysis, we propose a response generation model with
adaptive contextual relations, which learns the two relevance scores of history–response
and response–future with the help of annotated labels, and then adaptively fuses the
responses predicted by the dialogue history and the simulated future via the scores to
generate the final response. Experimental results show that our method achieves significant
improvement in long sequence consistency and diversity, surpassing the previous baseline
model and proving the effectiveness of our model. In future work, we have two exploration
directions, where one is to explore more characteristics of dialogue context to help response
generation, such as tone of voice and facial expressions, and the other is to provide more
support to response prediction by introducing more history and future sentences, i.e.,
expanding the basic unit of three consecutive sentences centered on the response to five or
seven sentences.
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