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Abstract: Throughout the last decade, chatbots have gained widespread adoption across various
industries, including healthcare, education, business, e-commerce, and entertainment. These types
of artificial, usually cloud-based, agents have also been used in airport customer service, although
there has been limited research concerning travelers’ perspectives on this rather techno-centric
approach to handling inquiries. Consequently, the goal of the presented study was to tackle this
research gap and explore potential use cases for chatbots at airports, as well as investigate travelers’
acceptance of said technology. We employed an extended version of the Technology Acceptance Model
considering Perceived Usefulness, Perceived Ease of Use, Trust, and Perceived Enjoyment as predictors of
Behavioral Intention, with Affinity for Technology as a potential moderator. A total of n = 191 travelers
completed our survey. The results show that Perceived Usefulness, Trust, Perceived Ease of Use, and
Perceived Enjoyment positively correlate with the Behavioral Intention to use a chatbot for airport
customer service inquiries, with Perceived Usefulness showing the highest impact. Travelers’ Affinity
for Technology, on the other hand, does not seem to have any significant effect.
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1. Introduction

Recent developments in conversational artificial intelligence, particularly those show-
cased by OpenAI’s ChatGPT [1] and other large language model-driven applications, have
jumpstarted discussions about chatbots and their potential application areas in business [2].
But even before 2022, these chatbots or conversational agents (i.e., computer programs
with natural language capabilities that offer real-time conversations with human users;
cf. [3]) had already been adopted by various industries, including healthcare, education,
e-commerce, and entertainment [4,5]. While voice-controlled digital assistants, such as
Apple’s Siri [6], Amazon’s Alexa [7], or Google’s Assistant [8], have seamlessly integrated
into our daily routines at home, text-based chatbots have been increasingly populating in-
stant messaging platforms or become embedded into company websites [3,9]. In customer
service, chatbots have been commonly used because they reduce staff costs and, at the same
time, increase efficiency by giving assistance and providing answers to many customers
at the same time [10]. Primarily tasked with addressing frequently asked questions, they
reduce human intervention to more complicated customer inquiries [11], thereby optimiz-
ing interactions between an organization and its customers and consequently fostering
perceived service quality [12]. Also, in airport settings, we have witnessed the implementa-
tion of chatbots as artificial first-level customer support agents (e.g., in Singapore, Seoul,
Athens, Frankfurt, and Milan), leading to significant cost savings and shorter waiting times
for passengers who seek information assistance [13,14].

Despite these technological advancements and enthusiastic predictions, interactions
with chatbots still raise several issues. In particular, skepticism toward the technology has
been noted among potential users [15]. Respective challenges include unmet user expecta-
tions, which might lead to frustration [16]. Also, doubts regarding chatbot authenticity and
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lack of trust and privacy are issues raised in this context [12,16,17]. And while there have
been studies focusing on different use cases for chatbots at airports, travelers’ acceptance
of such solutions has barely been investigated [13,18]. Consequently, our goal was to close
this knowledge gap and find an answer to the following research question:

“What are potential use cases for chatbot applications in airport customer service and
what is their respective technology acceptance by travelers?”

Our report on this undertaking starts with a discussion of relevant background work
in Section 2. Next, we report on an initial exploration of potential use cases for chatbot
applications in airport customer service in Section 3. In Section 4, we then describe the
development of our conceptual model. Next, Section 5 elaborates on the employed method,
the used material, and the hypotheses that were created for the investigation of travelers’
acceptance. Subsequently, Section 6 reports on our results, and Section 7 discusses their
implications. Finally, Section 8 concludes our report, outlines limitations, and suggests
directions for further research.

2. Background and Related Work

The quest for conversational machines began with Alan Turing’s (1950) provocative
question, “Can machines think?” [19]. The Turing test, a benchmark for intelligent behavior,
evaluated this concept. Today, the Loebner Prize competition carries this torch, recognizing
advancements in chatbot technology. Early chatbots, like ELIZA, relied on rule-based
systems [20]. Specifically, inspired by Rogerian psychotherapy, ELIZA mimicked a therapist
by reflecting the user’s own statements. Successors like PARRY built upon this approach,
simulating a patient with schizophrenia and incorporating emotional responses [4,21].
ALICE, another landmark chatbot, introduced the Artificial Intelligence Markup Language
(AIML) for pattern-matching and conversation flow [22], while later on, the chatbot Mitsuku
particularly focused on social interaction, which led to multiple Loebner Prize wins [23].
Modern advancements have invigorated chatbot development [11]. Voice assistants like
Alexa and Siri exemplify this progress [15], while ChatGPT represents the most recent leap
in Natural Language Processing (NLP). Its transformer architecture allows for the automatic
generation of complex text and thus supports nuanced conversations, underscoring the
remarkable progress AI technology has made throughout the last two decades of research
and application development [2].

2.1. Categorization of Chatbots

The landscape of chatbots and conversational agents is complex, and its terminology is
not universally defined. Consequently, the terms chatbot and conversational agent are often
used synonymously. Radziwill and Benton [24], however, aim to give a clear categorization
of these types of software dialogue systems. In this, they distinguish between Interactive
Voice Response (IVR) systems and conversational agents (CAs). IVR systems implement
decision trees and are therefore considered less flexible than CAs. An example of an IVR
may be found in a “Press or Say 1 for English” interaction on the phone. CAs, on the other
hand, allow for a more open interaction style. They may be subcategorized into chatbots
and Embodied Conversational Agents (ECAs) [24]. They are activated by either text- or
voice-based natural language input and usually designed to execute specific tasks. When
embodied in software (avatars) or physical form (robots), they are called ECAs. Grudin
and Jacques [25], on the other hand, divide chatbots based on their conversation focus:
first, virtual companions that converse on any topic for entertainment; second, intelligent
assistants that are also capable of chatting about any topic but are explicitly aimed at
keeping conversations short; and finally, task-focused chatbots that have a much narrower,
task-focused range. This classification is similar to the ones by Hussain et al. [26] and
Rapp et al. [15], who differentiate chatbots in terms of their functionality and, consequently,
distinguish between task-oriented and conversation-oriented chatbots. Typically, chatbots
are designed to address one or more specific user goals, and the majority of chatbots are
task-oriented [27]. They implement structured problem-solving within specialized domains,
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aiding users in task completion (e.g., bookings, orders, scheduling, information access).
While they can maintain conversational flow, these chatbots lack the general knowledge
required to address inquiries outside their predefined scope. Non-task-oriented chatbots,
on the other hand, are programmed to keep a conversation going or even establish some
kind of relationship with a user [15]. They aim to generate human-like responses [28] and
thus often hold some entertainment value [26].

2.2. Chatbot Design Techniques

A key success factor for chatbots is how well they can keep up a conversation and
give useful output. In this process, the initial step involves interpreting user input, often
leveraging various NLP techniques. Subsequently, the chatbots execute relevant commands
and formulate responses, with conversational flow and output quality being critical success
factors [10]. To this end, chatbots employ various input-processing strategies, which are
summarized below.

2.2.1. Rule-Based Chatbots

Rule-based chatbots, the earliest form of conversational AI, rely on predefined rules
and patterns to provide responses [29]. They operate by matching user input against
specific keywords or patterns, triggering pre-scripted responses [30]. Often implemented
using AIML, rule-based systems lack more sophisticated NLP capabilities [28]. They excel
within closed, task-specific domains, but their reliance on manually crafted rules limits
their adaptability and their ability to handle complex queries [31]. Despite these limitations,
their ease of development ensures that rule-based chatbots will remain a popular choice for
clearly defined application scenarios.

2.2.2. AI-Based Chatbots

AI-based chatbots depart from rule-based systems, leveraging machine learning and
NLP [32]. These chatbots are trained using existing conversation databases or specifically
designed datasets [30]. This empowers them to comprehend user intent and foster context-
aware conversations. NLP plays a crucial role by dissecting and interpreting human
language to understand user requests [2,33]. It facilitates AI-based chatbots in handling
diverse user inputs, including variations in wording and synonyms. Machine learning
algorithms eliminate the need for predefined rules, leading to increased flexibility and
reduced reliance on domain-specific knowledge [29].

2.2.3. Retrieval-Based Chatbots

Retrieval-based chatbots function by selecting the most relevant response from a cu-
rated database of question–answer pairs, akin to a search engine [30]. This database, poten-
tially sourced from social media or forums, houses pre-existing responses [32]. The chatbot
is trained to match user inquiries with the most appropriate stored answer within the
conversational context [34], with NLP playing a key role in comprehending user input
and facilitating this matching process. A notable advantage of retrieval-based models is
the grammatical and lexical correctness of responses, as they are not generated on the
fly [29,31].

2.2.4. Generative Chatbots

Generative chatbots exhibit a distinct approach, crafting responses word-by-word
based on user input rather than relying on a fixed set of answers [28]. Extensive training on
large conversational datasets is required to teach these models proper sentence structure
and syntax, as inadequate training can lead to output lacking in quality or consistency [29].
Underpinning modern generative chatbot techniques are deep neural networks and their
diverse architectures. A prominent architecture is the encoder–decoder model utilizing
Long Short-Term Memory (LSTM) mechanisms, frequently implemented as Sequence-to-
Sequence models for dialogue generation [35]. The probabilistic models underpinning
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generative chatbots aim to produce the most contextually relevant and linguistically correct
response given an input statement [34]. More recent advances in generative chatbots are
centered on replacing LSTM models with transformers, enabling parallelized training on
massive datasets. Those pre-trained transformer systems like BERT (Bidirectional Encoder
Representations from Transformers) and GPT (Generative Pre-trained Transformer) have
been trained on vast language corpora such as Wikipedia and Common Crawl [29]. The line
between retrieval-based and generative chatbots blurs with the advent of hybrid methods,
where retrieved and generated responses undergo a re-ranking process to determine the
final output [28].

3. An Initial Exploration of Chatbots in Airport Customer Service

In order to gain some inspiration for potential use cases for using chatbot applications
at airports, we arranged for an interview with the PR representative of a small local airport.
The airport can be considered small, since it offers only one terminal, which processes
both domestic and international flights. The interview was semi-structured and lasted for
approx. 25 min. Questions revolved around the current customer service process at the
airport, including touch points for customers, typical process times, and travelers’ common
inquiries. Furthermore, we asked about potential use cases for chatbots and possible
factors that may influence travelers’ acceptance of using such a technology in customer
service scenarios.

Feedback from this interview shows that travelers contact the airport predominantly
by phone or email. There is a respective contact form on the airport’s website, which
acts as a typical entry point. Alternatively, there is a receptionist who takes calls and
handles inquiries during office hours. Inquiries outside office hours are forwarded to the
passenger service. If, in exceptional cases, an inquiry cannot be answered on the same
day, a traveler receives a message confirming that his/her question has been noticed and
will be processed as soon as possible. Interestingly, it was found that the airport currently
does not run any statistics on the number and/or success rate of received customer service
inquiries. Yet, the airport knows typical questions that a traveler would send to the airport
customer service department, of which the PR representative named the following as the
most frequent ones:

• When can I check in?
• Can I check in the evening before?
• Is there luggage storage?
• What are the opening hours of the visitor terrace?
• Is the visitor terrace open to the public?
• How can I get to the airport?
• Can I take my cat?
• Can my dog enter the airport?
• When will the airport festival take place?

Questions about pets and airport events (i.e., in our case, the airport festival) seemed
rather surprising to us, as they were not mentioned in any of the literature that we screened
before the interview (e.g., [13,14,36,37]). Also, inquiries concerning the visitor terrace
seemed to be unique to the investigated airport. To validate these questions, we thus
screened the FAQ lists of other airports. We found examples for both pets (e.g., [38–40]) and
visitor terrace inquiries (e.g., [41–43]), confirming these aspects as being relevant in airport
customer service. Asked about solution strategies, the PR representative claimed that most,
if not all, of the information in question would be provided by the airport website. When
asked about the potential implementation of a chatbot, however, she raised some concerns,
highlighting that, in her opinion, travelers would rather appreciate the personal interaction
with employees, so a techno-centric interaction with a chatbot would probably put them
off. The situation could be different at larger airports, though, for travelers may be more
understanding toward standardized answers to questions. Another factor mentioned by
the PR representative, which may speak against the use of a chatbot, concerns the topic
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of the inquiry, where more general questions could probably be handled by a chatbot,
whereas questions that hold some emotional bearing would certainly require the attention
of a human. And, finally, the PR representative highlighted that, from her point of view,
the level of trust travelers put into chatbot technology and the reliability they attach to
the provided information represent needs to be considered as well, and that this could
definitely impact the eventual adoption of such a chatbot.

Based on this rather dismissive opinion on the use of chatbots for customer service
inquiries at airports provided by the PR representative, our goal was also to evaluate the
travelers’ perspectives. To this end, we first turned to the literature so as to create a guiding
conceptual model of chatbot acceptance.

4. Conceptual Model

Following the literature, users’ acceptance and consequent adoption of technology
are usually assessed either via the so-called Technology Acceptance Model (TAM), developed
by Davis [44], or via the more holistic Unified Theory of Acceptance and Use of Technology
(UTAUT), proposed by Venkatesh and colleagues [45]. Both research models aim to un-
derstand the factors that determine the acceptance or rejection of a given technology by
its users [46]. The TAM, which, due to its simpler structure, has been employed more
often, focuses on information technology adoption, i.e., an individual’s intention to use the
technology, based on its Perceived Usefulness (PU) and its Perceived Ease of Use (PEU). To this
end, PU is considered the degree to which a person believes that using the technology
would enhance his or her job performance, and PEU is the degree to which using the
technology would be free of effort. PEU has been shown to have a direct effect on PU and a
positive relationship with a user’s Behavioral Intention (BI), both directly and indirectly via
its PU. Research has furthermore shown that there is a positive relationship between PU
and a user’s BI via his/her Attitude (A) [44]. Davis’ original TAM is illustrated in Figure 1.

Figure 1. The Technology Acceptance Model according to Davis [44].

Over the years, the original TAM has been expanded to TAM2, consisting of five
additional factors directly impacting PU (i.e., Subjective Norm, Image, Job Relevance, Out-
put Quality, and Result Demonstrability) and two factors moderating these relationships
(i.e., Experience and Voluntariness) [47]. Finally, the most recent adaptation of the model,
i.e., TAM3, elaborates on the PEU branch, adding Computer Self-efficacy, Perception of External
Control, Computer Anxiety, Computer Playfulness, Perceived Enjoyment, and Objective Usability
as respective predictors [48].

The UTAUT model, on the other hand, aims to unify a number of existing IT acceptance
theories [45]. Just like the TAM, it suggests that the actual user behavior with regard to
technology adoption is determined by a user’s Behavioral Intention (BI). Yet, with UTAUT, BI
is directly influenced by a user’s Performance Expectancy, Effort Expectancy, Social Influence,
and other Facilitating Conditions. The effect of these factors is then moderated by Gender, Age,
Experience, and Voluntariness of Use. Venkatesh et al.’s original UTAUT model is depicted in
Figure 2.
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Figure 2. The Unified Theory of Acceptance and Use of Technology according to Venkatesh et al. [45].

A later revision of the model, i.e., UTAUT2, tried to tackle the prevailing criticism of
most technology acceptance research being targeted at organizational as opposed to private
settings, which led to the introduction of additional factors, such as Price Value, Hedonic
Motivation, and Habit [49].

Although UTAUT aims to provide a more holistic understanding of technology ac-
ceptance, it is considered a more complex model and thus less suitable for the initial
explorations of a field. Furthermore, with respect to the acceptance of chatbots, the use
of the TAM has seen a higher uptake in the literature [46,50], reporting on investigations
in online shopping [16,46,51], veterinary consultation [52], mental health care, and on-
line banking [53]. In all of these instances, researchers have used the original version of
the TAM, which, for simplicity reasons, neglects factors that impact users’ PU and PEU.
Consequently, we decided to also use this base version of the TAM as a starting point for
our investigations.

When applying the TAM to a specific focus of interest, researchers usually adapt and
extend the model, adding factors such as Perceived Enjoyment, Price Consciousness, Perceived
Risk, Trust, Compatibility, Technological Anxiety, or Level of Anthropomorphism. In the tourism
industry, the TAM has already been used to investigate the acceptance of social media
for choosing travel destinations, self-service hotel technology, and web-based self-service
technology [50]. Consequently, we may argue that adapting the existing model can also
be considered a valid approach when investigating travelers’ acceptance of chatbots for
airport customer service. Thus, in order to better fit the model to the airport domain, we
propose the following adaptations. First, we suggest adding two additional constructs
hypothesized to be relevant, i.e., Trust and Perceived Enjoyment (PE). Furthermore, we expect
people’s Affinity for Technology to have a moderating effect on the relationship between the
predictor variables and BI. Finally, we propose to control for Age and Gender as potential
confounding variables. The result of this adapted conceptual technology acceptance model
is illustrated in Figure 3. All variable constructs that were added to Davis’ original TAM
are described and further justified in the following Sections 4.1–4.4.
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Figure 3. Conceptual acceptance model and respective hypotheses (cf. Section 5.2) extending Davis’
original Technology Acceptance Model.

4.1. Trust

Trust is considered a critical factor impacting the adoption of chatbots, for it describes
whether or not people believe the information provided through the technology to be
valid [54]. Particularly in domains such as banking, education, and shopping [46], trust
plays a significant role, as well as in settings that involve a certain risk [55] or service
need [56]. Also, in tourism, it has been shown that trust positively influences the Behavioral
Intention to adopt a new technology [57]. Since potential chatbot use cases at airports
include seat upgrades and flight inquiries, which require reliable transactions and trust-
worthy information provision, we may argue that, here also, one should expect a positive
connection between people’s perceived trust in the chatbot and their Behavioral Intention to
use it.

4.2. Perceived Enjoyment

Previous work has shown that, next to rational considerations, emotional aspects also
need to be considered relevant indicators of technology acceptance [49]. Particularly in
private contexts, consumers embrace technology not only for performance improvements
but also because they enjoy using it [51]. This hedonic motivation to use technology
has been conceptualized as Perceived Enjoyment [16,45,58]. It captures a user’s intrinsic
motivation and willingness to engage with technology and indirectly measures the degree
of enjoyment derived from these interactions [59]. Therefore, we may argue that the extent
to which a traveler enjoys the interaction with a chatbot influences his/her Behavioral
Intention to use such a tool [60,61].

4.3. Age and Gender

Research suggests that younger individuals adapt more readily to emerging technolo-
gies, while older users may take longer to acclimate and trust respective technological
changes [46]. Venkatesh et al. [45] stress the significance of age as well as gender [47] in tech-
nology adoption. Likewise, Kelly et al. [53] introduced Age and Gender when investigating
Behavioral Intention in mental health care, online shopping, and online banking and found
that, particularly for risk- and trust-related topics, Gender is a valuable predictor. Although
gender effects could be driven by socially constructed gender roles [45], it may still be
argued that both Age and Gender should be added as control variables to a model-driven
technology acceptance study.
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4.4. Affinity for Technology

Studies show that existing knowledge about technology, a certain technological savvi-
ness, or simply an affinity for technology use has a substantial influence on the Behavioral
Intention to use technology [53]. To this end, Bröhl et al. [62] as well as Svendsen et al. [63]
theorized that Affinity for Technology would affect the relationship between predictor vari-
ables and Behavioral Intention. Similarly, Aldás-Manzano et al. [64] stated that, when users
are more technology-affine, they are also more likely to use a technology. Thus, we may
consider that Affinity for Technology should have a moderating impact on the influence that
PU, PEU, Trust, and PE have on BI.

5. Method, Material, and Hypotheses

In order to investigate the acceptance of chatbots in airport customer service based
on the above-defined conceptual acceptance model, we employed a questionnaire instru-
ment composed of existing, previously validated survey components (cf. Section 5.1).
Additionally, we asked for people’s feedback on a number of potential use cases in which
chatbots could support service quality at airports. The questionnaire was available in
English and German and distributed among travelers who were queuing at the security
check-in of the same local airport that was already subject to our initial exploration (cf.
Section 3). Participation was entirely voluntary and in accordance with the University’s
ethical guidelines on conducting studies that require human participation.

5.1. Questionnaire

Based on the conceptual model illustrated in Figure 3, the goal of the questionnaire
instrument was to investigate travelers’ acceptance of using chatbots for customer service in-
quiries at airports. Questionnaire items for PU and PEU were taken from Davis [44], Davis
and Venkatesh [65], Abou-Shouk et al. [59], Patil and Kulkarni [66], Pereira et al. [67],
and Pillai et al. [50]. For Trust, we used items previously employed by Pillai and Si-
vathanu [57] and Pillai et al. [50]. PE was measured via items proposed by Van der
Heijden [58] and Abou-Shouk et al. [59]. BI used scales from Davis [44], Davis and
Venkatesh [65], Van der Heijden [58], Venkatesh and Davis [47], and Buabeng-Andoh [68],
and in order to measure people’s Affinity for Technology, we used the ATI scale developed
and validated by Franke et al. [69].

In addition, we asked about people’s previous experiences with chatbots and prefer-
ences for different chatbot use cases at the airport (note: these use cases were extracted
from the interview with the PR representative reported on in Section 3). Specifically, they
were asked about the context in which they had already used chatbots, how often they
had used chatbots, what airport-related topics they would use a chatbot for, and how they
would like to access such a chatbot. Finally, we collected data on people’s nationality, age,
and gender. The complete questionnaire in English can be found in Appendix A.

Before handing out the questionnaire to actual travelers at the airport, we pre-tested it
for coherence and clarity with n = 10 students and, afterward, sent it to the University’s
Ethics Committee for clearance.

5.2. Hypotheses

Building upon the previous work discussed in Section 4, the following hypotheses
were used to underpin our investigation:

• H1: The Perceived Usefulness (PU) of an airport chatbot has a positive effect on travelers’
Behavioral Intention (BI) to use a chatbot at the airport.

• H2: The Perceived Ease of Use (PEU) of an airport chatbot has a positive effect on travelers’
Behavioral Intention (BI) to use a chatbot at the airport.

• H3: Trust has a positive effect on travelers’ Behavioral Intention (BI) to use a chatbot at the airport.
• H4: Perceived Enjoyment (PE) has a positive effect on travelers’ Behavioral Intention to use

an airport chatbot.
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• H5a: Affinity for Technology moderates the influence of Perceived Usefulness (PU) on the
Behavioral Intention (BI) to use an airport chatbot.

• H5b: Affinity for Technology moderates the influence of Perceived Ease of Use (PEU) on the
Behavioral Intention (BI) to use an airport chatbot.

• H5c: Affinity for Technology moderates the influence of Trust on the Behavioral Intention (BI)
to use an airport chatbot.

• H5d: Affinity for Technology moderates the influence of Perceived Enjoyment (PE) on the
Behavioral Intention to use an airport chatbot.

These hypotheses (i.e., H1–H5a, H5b, H5c, H5d) are also depicted in Figure 3.

6. Results

We received a total of n = 191 questionnaires, of which n = 161 were fully completed.
Descriptive analyses were conducted for people’s age, gender, and the context in which
they had used chatbots before, as well as the airport-related contexts they perceived as
suitable to use a chatbot in and the entry points they would imagine for such an interaction.
For these analyses, we used all the data that we were able to collect. For the hypothesis-
driven analyses focusing on our proposed conceptual acceptance model, however, we only
used fully completed questionnaire responses.

6.1. Descriptive Analyses

The majority of our study participants were male (58.1% of all participants), between 27
and 42 years old (42.4% of all participants), and came from the Netherlands (31.4% of all
participants). Consequently, 141 (i.e., 73.8%) of the total number of n = 191 questionnaire
responses were provided in English, and only 50 (i.e., 26.2%) were in German. More details
on the sample description can be found in Table 1.

Table 1. The descriptive characteristics of the collected sample (n = 191).

Characteristic # %

AGE
18–26 years 38 19.9
27–42 years 81 42.4
43–58 years 58 30.4
59–77 years 9 4.7
Not selected 5 2.6

GENDER
Male 111 58.1

Female 75 39.3
Not selected 5 2.6

NATIONALITY
The Netherlands 60 31.4

Austria 28 14.7
Belgium 16 8.4
Germany 15 7.9

UK 11 5.8
Italy 5 2.6

France 3 1.6
Other 27 13.6

Not selected 26 13.5

A mean comparison between the two language groups showed that the sample holds
no significant differences concerning age, gender, the frequency of previous chatbot use,
people’s preferred point of access for an airport chatbot, and the contexts in which they
had used chatbots before. Table 2 provides additional information on these aspects.
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Table 2. Chatbot experiences and access point preferences for an airport chatbot found in the collected
sample (n = 191).

Question # %

IN WHAT CONTEXT HAVE YOU USED CHATBOTS BEFORE?
Online Shopping 72 37.7

Banking 73 38.2
Education 26 13.6

Health Care 33 17.3
Airports 25 13.1

Travel-related 76 39.8
None 28 14.7
Other 38 19.9

WHERE WOULD YOU LIKE TO ACCESS A CHATBOT?
On the website of the airport 106 55.5

On the social media channel of the airport 30 15.7
On a touchscreen at the airport 63 33.0

In a mobile application 107 56.0
Other 44 23.0

Concerning possible use cases for chatbots at airports, however, we found significant
differences between the language groups. Specifically, local (i.e., German-speaking) partici-
pants were less interested in asking about events that would happen at the airport than
respondents to the English questionnaire (p = 0.009). On the other hand, English-speaking
respondents were significantly more interested in asking about visa and immigration infor-
mation (p < 0.001), as well as activities they could perform right after they arrived at their
destination (p = 0.014).

6.2. Hypothesis Analyses

In order to test the hypotheses outlined in Section 5.2, we only used the n = 161 fully
completed questionnaires. Cronbach’s α analysis for PU, Trust, PE, and BI showed high
construct validity, i.e., >0.7. For PEU, we excluded the question “I feel a chatbot would be
easy to use” so as to raise Cronbach’s α from 0.360 to 0.769. Furthermore, in order to ensure
validity and reliability, we tested the independence of the residuals, the normality of the
residuals, the homoscedasticity of the residuals, and potential multicollinearity among the
independent variables.

Next, we conducted three different regression analyses to test our conceptual model.
The first analysis focused on the two control variables, Age and Gender. The second analysis
computed the influence of PU, PEU, Trust, and PE on BI (Hypotheses H1–H4). Finally,
the third analysis evaluated the moderating effect of Affinity for Technology
(Hypotheses H5a–H5d). Since a mean comparison analysis between the two language
groups showed a significant difference in PE between the English sample (n = 116) and the
German sample (n = 45), all three analyses were conducted with three different sample
groups, i.e., the entire sample (n = 161), the English sample (n = 116), and the German
sample (n = 45).

6.2.1. The Control Variables Age and Gender

Looking at Age and Gender, we found no significant connection with a respondent’s
Behavioral Intention to use a chatbot in an airport customer service scenario, neither with the
full sample (p = 0.506; p = 0.570) nor with the English (p = 0.153; p = 0.806) or German
(p = 0.332; p = 0.411) sub-sample.

6.2.2. The Impact of PU, PEU, Trust, and PE on BI

A linear regression analysis conducted with the entire sample points to a highly signif-
icant influence of PU on BI (β = 0.422; p < 0.001), and PEU (β = 0.207; p = 0.006), Trust
(β = 0.198; p < 0.001), and PE (β = 0.116; p = 0.005) also show a significant positive impact
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on respondents’ Behavioral Intention to use a chatbot in an airport customer service scenario.
The overall model fit lies at R2 = 0.666, explaining 66% of the variance and consequently
showing that Hypotheses H1–H4 are all supported by the collected data (cf. Figure 4).

Figure 4. Perceived Usefulness, Perceived Ease of Use, Trust, and Perceived Enjoyment explain 66% of the
variance in all respondents’ Behavioral Intention to use chatbots for airport customer service scenarios.

Looking at the two language groups separately, we found less support for our concep-
tual model. Specifically, in the English sample, it is again PU that has the highest positive
impact on BI (β = 0.459; p < 0.001), followed by PEU (β = 0.216; p = 0.02) and Trust
(β = 0.143; p = 0.039). The influence of PE on BI, however, is not significant (β = 0.121;
p = 0.088). Thus, when only considering the English sample, H4 needs to be rejected.
Yet, the other three constructs, i.e., PU, PEU, and Trust, are still able to explain 65% of
the variance in people’s Behavioral Intention to use chatbots for airport customer service
scenarios (corrected English model: R2 = 0.653; cf. Figure 5).

Figure 5. Perceived Usefulness, Perceived Ease of Use, and Trust explain 65% of the variance in English-
speaking respondents’ Behavioral Intention to use chatbots for airport customer service scenarios.

Finally, when only considering the German sample, we also see some deviations
from the initial results. Again, PU has the highest impact on BI (β = 0.365; p = 0.003).
This time, however, it is followed by PE (β = 0.325; p = 0.003) and Trust (β = 0.298;
p = 0.002), whereas PEU does not have a significant positive effect on BI in the German
sample (β = 0.130; p = 0.310). Consequently, if we only consider the German sample, H2
needs to be rejected. Interestingly, we see that when only considering PU, PE, and Trust for
these data, the model fit increases and is then able to explain almost 77% of the variance of
BI (corrected German model: R2 = 0.765; cf. Figure 6).
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Figure 6. Perceived Usefulness, Perceived Enjoyment, and Trust explain almost 77% of the vari-
ance in German-speaking respondents’ Behavioral Intention to use chatbots for airport customer
service scenarios.

6.2.3. The Moderating Effect of Affinity for Technology

Our final analysis evaluates the potential moderating effect of Affinity for Technology on
the relationships between PU, PEU, Trust, PE, and BI. Surprisingly, the data do not point to
any statistically significant moderation, neither for the complete sample nor for the English
or German sub-sample. Therefore, Hypotheses H5a, H5b, H5c, and H5d have to be rejected,
and Affinity for Technology must be excluded as an influencing factor.

7. Discussion

Our study investigating potential use cases for chatbot applications in airport customer
service and their respective acceptance by traveling customers shows that the majority of
respondents are generally familiar with using chatbots, with almost 85% of them claiming
to have already used such a conversational technology. Consequently, we may argue that
chatbots have become mainstream and are commonly used and accepted in various fields
of application. As for the context of airport customer service, travelers perceive the use
of chatbots as particularly beneficial in situations where they require real-time feedback
and information on flights, when they have questions regarding check-in and luggage,
or when they require help regarding transportation from and to the airport or concerning
parking. Other relevant use cases include visa and immigration inquiries and the search
for specific airport contact numbers. All of these results are in line with earlier suggestions
by Carisi et al. [13], Kim and Park [36], and Kattenbeck et al. [37].

In order to more deeply investigate travelers’ acceptance of chatbots for these kinds
of application scenarios, we tested a conceptual model constructed based on previous
work in technology acceptance. First, we evaluated whether people’s Age and Gender
have an effect on their Behavioral Intention to use a chatbot. Surprisingly, in contrast to
previous work by Kasilingam [46] and Kelly et al. [53], our data do not point to such a
connection. One reason for this lack of influence may be found in people’s familiarity with
the use of chatbots, with only about 15% of our participants stating that they had never
used a chatbot before. Another hypothesis that we had to reject from our assumptions
concerns the potential moderating effect that people’s Affinity for Technology would have on
their Behavioral Intention to use a chatbot. Again, our data contradict previous suggestions
(e.g., [64]) in that they do not support such a connection.

On the other hand, our study confirms previous work by Kelly et al. [53] and De Cicco
et al. [51] in that it underlines the significant influence of Perceived Usefulness (PU), Trust,
Perceived Ease of Use (PEU), and Perceived Enjoyment (PE) on the Behavioral Intention (BI) to
use a chatbot. To this end, it is shown that PU is by far the most important determinant of
BI, explaining approx. 40% of its variance. A possible explanation for this is the strong task
orientation that chatbots offer, which aligns with travelers’ concrete information needs.

Overall, these research results have implications for airports that consider implement-
ing a chatbot to support their customer service. First, it may be assumed that travelers
are already familiar with the concept and use of a chatbot. Second, from our empirical
analysis, it may be concluded that Perceived Usefulness is by far the most important factor
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that decides over whether such a chatbot will be adopted by travelers. To this end, it
has also been shown that, in particular, use cases involving important flight and check-in
information are perceived to be helpful and may thus be considered a door opener for the
successful implementation of chatbot technology at airports. Yet, next to usefulness, it is
also technology trust that needs to be addressed by developers. Here, our research shows
that travelers need to feel that the information provided by such a chatbot is reliable and
trustworthy. Lastly, chatbots should not only serve a utilitarian function but also be easy
and fun so as to not provoke frustration but rather provide a joyous addition to the overall
travel experience.

8. Conclusions, Limitations, and Future Outlook

The above-presented study has investigated potential use cases and predictors for
the acceptance of chatbots in airport customer service. Inspired by previous literature
on technology acceptance, we used an extended TAM in order to collect relevant data.
A total of n = 191 travelers participated in our study, which showed that people’s Perceived
Usefulness of a chatbot may be considered the most important predictor of its acceptance
and that this perception of usefulness mainly focuses on the speedy provision of flight-
relevant information. These results, however, face some limitations. Firstly, they revolve
around chatbots for customer service contexts and may thus not be generalized to other
airport departments or operations. Secondly, our study was conducted at a rather small
local airport. A comparable investigation at an international, potentially more digitized
airport may yield different results, particularly since we found differences between local
and international travelers in our sample. A larger and particularly more diverse sample
would thus be required to validate our findings. Thirdly, our research did not make
participants interact with a chatbot before filling out the questionnaire, relying on their
hypothetical or previously gained experiences from interacting with such tools. And, finally,
we used a rather basic conceptual model to study travelers’ Behavioral Intention to use an
airport customer service chatbot. A more holistic approach focusing on, e.g., UTAUT may
have generated a more comprehensive understanding of the given problem space.

Despite these limitations, we believe that our findings provide relevant insights con-
cerning the implementation of chatbot technology at airports and may be considered a
starting point for additional investigations. To this end, future work should particularly
explore the actual suitability of certain use cases (e.g., visa and immigration needs) and
their respective challenges. Also, a better understanding of contextual factors, such as place
and time, is required to better adapt chatbot services to the needs of individual travelers.
Finally, it may be worth investigating airport chatbot acceptance from a cultural point
of view, as there seems to be a great difference in people’s openness toward this type of
conversational technology, and a better understanding of these differences might help
prioritize respective implementation efforts.
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Figure A2. Questionnaire page 2.
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Figure A3. Questionnaire page 3.
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Figure A4. Questionnaire page 4.
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